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Abstract As a developing country with rapid urbanization and industrial growth, the air 

quality in Malaysia is decreasing, contributing to the increase of lung diseases. Air Pollution 

Index (API) system presents the ambient air quality with its respective impact on human 

health. In this study, Box-Jenkins and the regression approach will be applied to analyse 

and forecast the future monthly maximum API in Pasir Gudang, Johor. A hybrid model is 

developed to improve the accuracy of the forecast. The results show the hybrid model is the 

best model to forecast API since it obtained the smallest error for MAPE and MAE. 

 

Keywords air pollution index (API); forecasting performance evaluation; hybrid; 

regression; SARIMA 

 

 

1 Introduction 
 

Air pollution has been and remains to be a significant health hazard worldwide during the process 

of economic development [1]. Malaysia is a developing country where we are witnessing rapid 

urbanization and industrial growth. It cannot be denied that our air quality decreases, although 

this will economically benefit the development process [2].  

 The common pollutants are particulate matter, ozone, nitrogen dioxide, carbon monoxide, 

and sulphur dioxide [1]. These pollutants are released from the combustion of fossil fuels for 

energy generation of vehicles and electricity, emissions from factories and industries, agriculture 

activities with the use of pesticide, and others human activities such as open burning [3].  

According to World Health Organization [4], ambient air pollution caused 3.0 million deaths in 

2012. This shows that monitoring air pollution and forecasting the future air pollution index is 

necessary to systematically track the adoption of a policy that reduces air pollution.  

The Air Pollution Index (API) is Malaysia’s indicator of ambient air quality. Six-level 

categories represent a different range value of the index corresponding to the health impacts [5]. 

The index values sub-range and their respective status and health effect are shown in Table 1.   

 

Table 1: Impact on health at different API levels 

API Status Health Effect 

0-50 Good Low pollution without any bad health effects. 

51-100 Moderate Moderate pollution with no negative health effects. 
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101-200 Unhealthy 

Worsen the health condition for older people, pregnant 

women, infants, and people with complications of the 

heart and lungs. 

201-300 Very Unhealthy 

Worsen the health condition of people with heart and lung 

complications and poor tolerance of physical activities. 

Affect public health. 

>300 Hazardous Hazardous people at high risk and to public health. 

 

To continuously monitor the API reading, air quality monitoring stations are placed in 

strategic locations, such as industrial, urban, sub-urban, and rural areas [6]. Particulate matter 

with the size of 2.5 micron (𝑃𝑀2.5), particulate matter with the size of 10 micron (𝑃𝑀10), ozone 
(𝑂3) , nitrogen dioxide (𝑁𝑂2) , carbon monoxide (𝐶𝑂 ) and sulphur dioxide (𝑆𝑂2)  are the 

parameters that will be measured. 

 In this study, the univariate API data of Pasir Gudang, Johor is obtained from the 

Department of Environment (DOE). SARIMA and seasonal regression models are chosen to fit 

the API data then another hybrid model will be created to improve the accuracy of the forecast. 

The performance of these three models will be compared. The time period of the collected 

monthly maximum API data is from January 2012 to December 2019. To determine the accuracy 

as well as whether the model is the best to be used to forecast the future API, Mean Absolute 

Percentage Error (MAPE), Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) 

will be applied as the performance index of the forecast. To visualize the performance of the 

models, the graphical plot or time series plot will be made to compare the obtained result from 

each forecasting model with the actual data. 

  

2 Literature Review  
 

Box-Jenkins is widely used in the studies of air quality. The SARIMA model is able to capture the 

seasonality variation in the air quality index data of Dhaka and Sylhet divisions in Bangladesh 

while estimating the weekly air quality [7]. SARIMA and Fuzzy time series were proposed to 

observe the monthly API trend from 3 different stations in Malaysia. The result shows SARIMA 

could perform better than the Fuzzy Time Series forecasting method [8]. Alin Pohoata and Emil 

Lungu [9] evaluated the air quality in Ploiesti City, Romania with several statistical methods and 

the ARIMA model. They conclude that the ARIMA model produces a satisfactory forecasted 

result for the data corresponding to 𝑁𝑂2, 𝑁𝑂𝑥 and 𝑂3 with their relative errors of less than 10%. 

Based on the study of predicting the future air pollution level in Blagoevgrad, Bulgaria, the 

selected SARIMA model exhibits strong fitting performance in terms of the observed air pollutants 

[10]. 

 Karatzas et al. [11] developed a regression model based on the principles of ensemble 

modelling to assess its ability to predict air quality levels at various locations. The overall findings 

show that the linear regression model has the best result since it employs the ensemble principles, 

although the dimensionality of functional space is restricted. The seasonal regression model is 

utilized when the data consist of seasonality factors [12]. The input of dummy variables in a 

seasonal regression model is used to predict the seasonal effect, improving the quality of the 

forecast [13]. Principal component regression is the combination of principal component analysis 

and multiple linear regression applied to forecast the daily air quality in Delhi, India. The model 

is later combined with the ARIMA model forming another hybrid model that produced a more 

accurate forecast result than the single models [14]. 

 Since the trend and seasonality in the data are simple to apply, exponential smoothing is 

used to estimate the main atmospheric pollutants [15]. To forecast air pollution in Delhi, India, the 
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ARIMA and exponential smoothing models are potentially forecasting models among others 

where the results of both models produce good prediction and smaller errors [16]. ARIMA and 

exponential smoothing models are applied to assess the future quality index of nitrogen dioxide in 

Madrid City. The results show that the exponential smoothing model has higher accuracy, 

overcoming the ARIMA model [17]. 

 

3     Methodology 
 

3.1 Data Pre-processing 

 

Data pre-processing is an essential process in adjusting the historical data into readable data that 

can improve forecasting quality. In this study, Johnson transformation is used to transform the 

original data and this can be done by Minitab software. Only one distribution will be selected out 

of the three different systems of Johnson family distribution which is: bounded system (𝑆𝐵), 

lognormal system (𝑆𝐿) and unbounded system (𝑆𝑈). The Johnson family with its respective 

transformation function are shown below: 

 

𝑆𝐵: 𝑌 = 𝜃 + 𝜂 ∗ 𝐿𝑜𝑔 (
𝑦𝑡 − 𝜅

𝜆 + 𝜅 − 𝜒
) (1) 

𝑆𝐿: 𝑌 = 𝜃 + 𝜂 ∗ 𝐿𝑜𝑔 (
𝑦𝑡 − 𝜅

𝜆
) (2) 

𝑆𝑈: 𝑌 = 𝜃 + 𝜂 ∗ sinh−1 (
𝑦𝑡 − 𝜅

𝜆
) (3) 

sinh−1(𝑧) = 𝐿𝑜𝑔 (𝑧 + √1 + 𝑧2) (4) 

 

where 𝑌 is the transformation function, 𝑦𝑡 is the original value of API, 𝜃 is shape 1 parameter, 𝜂 

is the shape 2 parameter, 𝜅 is the location parameter, 𝜆 is the scale parameter. 

 

3.2 Box-Jenkins Approach 

 

ARIMA extension that includes the seasonal components is called Seasonal Autoregressive 

Integrated Moving Average (SARIMA). SARIMA model can be written as 

SARIMA(p,d,q)(P,D,Q)s. The SARIMA model is represented as: 

 

𝜙𝑝(𝐵)𝛷𝑃(𝐵𝑆)𝛻𝑑𝛻𝑆
𝐷𝑦𝑡 = 𝜃𝑞(𝐵)𝛩𝑄(𝐵𝑆)𝑎𝑡 (5) 

where  

𝜙𝑝(𝐵) = 1 − 𝜙1𝐵 − 𝜙2𝐵2 − ⋯ − 𝜙𝑝𝐵𝑝 

𝛷𝑃(𝐵𝑆) = 1 − 𝛷1𝐵𝑆 − 𝛷2𝐵2𝑆 − ⋯ − 𝛷𝑃𝐵𝑃𝑆 

𝜃𝑞(𝐵) = 1 − 𝜃1𝐵 − 𝜃2𝐵2 − ⋯ − 𝜃𝑞𝐵𝑞 

𝛩𝑄(𝐵𝑆) = 1 − 𝛩1𝐵𝑆 − 𝛩2𝐵2𝑆 − ⋯ − 𝛩𝑄𝐵𝑄𝑆 

 

𝜙𝑝(𝐵) is the non-seasonal autoregressive operator of order 𝑝, 𝜃𝑞(𝐵)  is the non-seasonal moving 

average operator of order 𝑞 ,𝛷𝑃(𝐵𝑆) and 𝛩𝑄(𝐵𝑆) are the seasonal autoregressive and moving 
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average operator of order 𝑃 and order 𝑄, 𝛻𝑑 is the degree of non-seasonal differencing, ∇𝑠
𝐷 is the 

degree of seasonal differencing, 𝐵  is backward shift operator, 𝑎𝑡   is a white noise process with a 

mean equal to 0 and a variance equal to 𝜎𝑎
2. 

 

3.3 Regression Approach 

 

When the regression approach is applied to the data with seasonality, the additional seasonal 

dummy variables will be included to adjust the seasonal variation and a seasonal regression model 

is formed. For the seasonal regression model is given by, 

 

𝑌𝑡 = 𝛿 + 𝜔𝑡 + ∑ 𝛾𝑖𝑆𝑖,𝑡

𝑠

𝑖=1

+ 𝜖𝑡 (6) 

 

where 𝑌𝑡  is the dependent variable, 𝛿 + 𝜔𝑡 is the trend in the data, ∑ γiSi,t
s
i=1  is the seasonal 

additive component and ϵt is the residual at t. 

 

3.4 Hybrid Methodology 

 

In this study, the hybrid model combines the Box-Jenkins approach with the exponential 

smoothing approach. The SARIMA model will first be used to forecast the out-sample data while 

the SES model will be applied to predict the out-sample residuals of the SARIMA model. The in-

sample residuals can be calculated as 

 

𝑟𝑡 = 𝑦𝑡 − 𝐹𝑡 (7) 

 

Then, the in-sample residuals will be checked whether there are outliers before they are applied 

into the SES model to forecast the out-sample residuals. The equation of this SES model is 

expressed as follow:  

 

𝑟̂𝑡+1 = 𝛼𝑟𝑡 + (1 − 𝛼)𝑟̂𝑡 (8) 

 

where 𝑟̂𝑡+1 is the forecasted value of residual for next period of 𝑡, 𝑟̂𝑡 is the forecasted value in 

period 𝑡, 𝛼 is the smoothing constant and 𝑟𝑡 is the actual value of residual in period 𝑡. Finally, the 

out-samples of the hybrid model can be obtained by adding the out-sample forecast of the 

SARIMA model to the out-samples residuals from the SES model. The equation of the proposed 

hybrid model as 

 

𝑦̂𝑡 = 𝐹̂𝑡 + 𝑟̂𝑡 (9) 

 

where 𝐹̂𝑡 is the forecasted value from SARIMA at time 𝑡 and 𝑟̂𝑡 is the out-sample residual at time 

𝑡 from the SES model. 

 

3.5 Forecasting Performance Evaluation 
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The best forecasting model will obtain the smallest error. To evaluate the forecasting performance, 

Mean Absolute Percentage Error (MAPE), Root Mean Squared Error (RMSE) and Mean Absolute 

Error (MAE) are used and their formulas are shown as below: 

𝑀𝐴𝑃𝐸 =
100%

𝑁
∑ |

(𝑦𝑡 − 𝑦𝑡̂)

𝑦𝑡
|

𝑛

𝑡=1

 (10) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑦𝑡 − 𝑦̂𝑡)2

𝑛

𝑖=1

 (11) 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑦𝑡 − 𝑦̂𝑡|

𝑛

𝑖=1

 (12) 

 

where 𝑦𝑡 is the actual value at time 𝑡, 𝑦̂𝑡 is the predicted value at time 𝑡 and 𝑁 is the number of 

the evaluation period. 

 

4          Result and Discussion 

 

4.1 Overview 

 

To construct the forecasting models, the training data used is the monthly maximum API from 

January 2012 to December 2018. The testing data used to evaluate the performance of different 

forecasting models is the monthly maximum API from January 2019 to December 2019. The time 

series plot of in-sample API data is shown in Figure 1. 

 

 
Figure 1: Time series plot of monthly maximum API from January 2012 to December 2018 

 

4.2 Data Pre-processing 

 

Johnson transformation will be applied to transform the data to follow a normal distribution before 

we proceed to analysis. The transformation function equals to 

 

𝑌 = −0.625617 + 0.924235 × sinh−1 (
𝑦𝑡 − 62.9142

14.1960
) 

(15) 
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After the Johnson transformation, all in-sample data will be rescaled as shown in the time 

series plot in Figure 2. 

 

 
Figure 2: Time series plot of API after transformation 

 

4.3 Box-Jenkins Approach 

  

SARIMA model is applied due to the existence of seasonality in the in-sample API. Figure 3 

shows the ACF plot of the monthly maximum API.  

 

 
Figure 3: ACF plot of the monthly maximum API 

 

To remove the seasonality, differencing is applied. After the first differencing followed 

by the seasonal differencing of order 12, the ACF and PACF plots are shown in Figure 4 and 

Figure 5. The possible SARIMA models and their respective AIC are shown in Table 2. 

 

 
Figure 4: ACF plot of the monthly maximum API after differencing 
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Figure 5: PACF plot of the monthly maximum API after differencing 

 

Table 2: Possible SARIMA models 

𝑆𝐴𝑅𝐼𝑀𝐴 (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠 AIC 

(2, 1, 1)(1, 1, 1)12 12.21495599 

(1, 1, 1)(1, 1, 1)12 10.28996654 

(0, 1, 1)(0, 1, 1)12 6.156207939 

 

From Table 2, the best SARIMA model is SARIMA(0, 1, 1)(0, 1, 1)12 which obtain the 

smallest AIC value. Therefore, the forecasting will be carried out using 

SARIMA(0, 1, 1)(0, 1, 1)12  model. 

 

4.4 Regression Approach 

  

Due to the seasonal factors, the data is analysed using the seasonal regression model. To capture 

the seasonality in the regression model, 11 dummy variables are created for the monthly data. The 

dummy variables are added into the simple linear regression model forming the seasonal 

regression model. The equation for the seasonal regression model can be expressed as: 

 

𝑌𝑡 = 0.2361 − 0.0117𝑡 − 0.5786𝑆1 − 0.3010𝑆2 + 0.5153𝑆3 + 0.7809𝑆4

+ 0.6323𝑆5 + 0.3413𝑆6 − 0.2661𝑆7 + 0.0270𝑆8 + 0.4203𝑆9

+ 1.2214𝑆10 + 0.3390𝑆11 (16) 

 

 

4.5 Hybrid Methodology 

 

The hybrid model for this study will combine the SARIMA(0,1,1)(0,1,1)12 model with another 

potential forecasting model to improve the forecasting performance of the model. Generally, a 

hybrid model is able to produce the prediction with higher forecast accuracy and reliability [18]. 

A hybrid model will then be developed by applying the residuals of SARIMA(0,1,1)(0,1,1)12 

model into another forecasting model. The time series plot for the in-sample residuals of the 

SARIMA(0,1,1)(0,1,1)12 model is shown in Figure 6. 
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Figure 6: Time series plot of in-sample residuals of SARIMA model 

 

 The time series plot of in-sample residuals of SARIMA(0,1,1)(0,1,1)12 model does not 

show trend and seasonality. Thus, the in-sample residuals will then be fitted into single exponential 

smoothing (SES) model and forecast the out-sample residuals from January 2019 to December 

2019. Based on the Minitab output, the optimal value of the only smoothing parameter, 𝛼 is 0.0159 

and the equation of the model can be expressed as: 

 

𝑟̂𝑡+1 = 0.0159 𝑟𝑡 + (1 − 0.0159 )𝑟̂𝑡 (17) 

 

 To obtain the predicted values of API for the year 2019 by the hybrid model, the out-

sample API by SARIMA(0,1,1)(0,1,1)12 will be added with the forecasted out-sample residuals 

by the single exponential smoothing model.  

 

𝑦̂84+𝑛 = 𝐹̂84+𝑚 + 𝑟̂84+𝑛 (18) 

 

Figure 7 plot the actual and forecasted values of monthly maximum API from the three 

different forecasting models. 

 

 
Figure 7: Comparison of the actual and forecasted API from different models 

 

MAPE, RMSE and MAE are applied to evaluate the accuracy or forecasting performance 

of each of the forecasting models. The best forecasting model will obtain the lowest value for the 

three performance evaluations, especially for MAPE. The result of the accuracy evaluation for 

each model is summarised in Table 3. 
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Table 3: Accuracy evaluation for all forecasting models 

Forecasting Model MAPE (%) RMSE MAE 

Seasonal Regression 16.3672 25.5671 15.7680 

SARIMA(0, 1, 1)(0, 1, 1)12 18.1533 27.4017 17.3108 

Hybrid SARIMA-SES 15.5938 25.8380 15.2663 

 

 Overall, these three forecasting models can produce good forecasts for the monthly 

maximum API of Pasir Gudang because their MAPE are between 10% to 20%. The out-sample 

data forecasted by the hybrid model has the lowest error or highest forecasting accuracy where its 

MAPE and MAE are lowest. In contrast, SARIMA(0,1,1)(0,1,1)12 obtained the highest value for 

all the performance evaluation test where this means it has the lowest forecast accuracy. Hence, 

the hybrid SARIMA-SES model can be considered as the best model to forecast API of Pasir 

Gudang followed by seasonal regression and SARIMA(0,1,1)(0,1,1)12.  

 

 

5 Conclusion 

 
In this study, the maximum monthly API from January 2012 to December 2018 is used in 

forecasting the future API from January 2019 to December 2019 and a comparison is made to the 

actual value to determine the performance of each time series model. The time series models in 

this study are seasonal regression, SARIMA and a hybrid model that combines SARIMA and SES. 

In conclusion, the hybrid SARIMA-SES model obtains the lowest MAPE and MAE. This 

proved that the hybrid model has successfully become the best model to be utilized as the 

forecasting model for future monthly maximum API since it can outperform the single models. A 

hybrid model can achieve a better forecasting result because it considers the residual in forecasting 

to generate forecast data with closer value to the actual data. This can enhance forecasting 

efficiency. 

As the recommendation for future study, the research can be developed by forecasting the 

specific pollutant sub-indexes, especially the most frequent pollutant with the highest index value, 

since it always presents in the highest concentration. Besides, further research or study on hybrid 

models using more advanced models in a hybrid model is highly recommended because the 

advanced models can be applied to non-linear and dynamic data. 
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