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Abstract Graph Neural Network (GNN) is a type of Artificial Neural Network that is used 

to predict the performance of a system. Two types of GNN are used in this research, namely, 

GraphSAGE, and Artificial Neural Network-Multilayer Perceptron (ANN-MLP). The 

ANN-MLP with Levenberg-Marquardt training algorithm is used to calculate the flow of 

nanofluids in porous media. The data used to train the model are obtained from literature. 

The hidden neurons are chosen for the neural network are carefully selected by analyzing 

the value of R2. The GNN can be used to simulate the dynamic viscosity of nanofluid. The 

simulation offers valuable of information on characteristics of the nanofluid. 
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1 Introduction 
 

Zhou et. al [1] states that a graph is a kind of data structure that can model a set of data into 

vertices(nodes), and their relationships as edges. The graph has played a huge role in machine 

learning, and artificial intelligence due to the rise of Industrial Revolution 4 (IR4.0). Researchers 

who incorporate graph with machine learning receive many attentions as the graph has shown 

great potential, as it can be used in dealing with a large amount of data or systems such as data 

related to social sciences (social networks), and natural sciences (physics, chemistry, and biology). 

On the other hand, Neural Network is used mainly for forecasting. It mimics neurons in the human 

brain [6] whereby, input and output data are correlated for forecasting purposes.Graph Neural 

Network(GNN) is a combination of graph and neural network. Graph transforms datasets into 

nodes (vertices) and their relationships as edges [1]. Concerning simulation for dynamic viscosity 

of nanofluids, there have many types of neural networks that have been used such as multilayer-

perceptron. However, only a few researchers have employed GNN. 

 Graph Neural Network is one of the computing techniques used in many areas. Irfan et. 

al [2] states that the dynamic viscosity of nanofluids is important in oil and gases particularly in 

oil recovery. Ahmadi et. al [3] reported that one of the techniques used in oil recovery is artificial 

intelligence, and it has been claimed to be effective in modeling the dynamic viscosity of 
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nanofluids. Ramezanizadeh et. al [4] and Ahmadi et.al [5] claimed that it can be integrated with 

multilayer-perceptron, regression forest, and others. 

The use of multilayer-perceptron, random forest have been reported in the literature. 

However, almost no literature available on the application of GNN on the dynamic viscosity of 

nanofluids. This research will investigate the possibility of using GNN for nanofluid-related 

problems. 

This research involves the study of mathematical structure, namely, graph neural network. 

This includes coding the graph neural network model to simulate the dynamic viscosity of 

nanofluids. Published data will be used to verify the model. 

Mathematical research in the area of artificial intelligence and machine learning has 

generated many discoveries for future use in many fields such as in oil and gas-related industries. 

In this research, Graph Neural Network (GNN) is developed for such purpose. The new model 

promises great potential and its possibility is endless. 

  

 

2 Literature Review  
 

2.1 Some Concepts of Graph Neural Network 

 

 Graph models a set of objects as nodes and their relationship as edges [1]. The history of 

graph theory begins with the published paper by Leonhard Euler on the famous Seven Bridges of 

Konigsberg in 1736. There are two types of graphs; directed and undirected graphs. The former 

contains symmetrically edges between two vertices [7], and the latter is symmetrically [8]. A graph 

G is a pair (N, E) where N is a set of nodes and E is a set of edges. Every node has at least an edge 

[9]. 

 Neural Network is a computing technique that was inspired by neuron structure and 

function in the brain [6] whereby the nodes are the dendrites and the output is the axon terminal 

such that its signal is transferred by myelinated axons [6]. Zell [10] states, in artificial neural 

networks, the inputs or signals are real numbers and the connections are transfer functions. 

Between two nodes, there exists a weight that adjusts accordingly when needed during the training 

process. The weight is essential in the artificial neural network, as it will determine the most likely 

value or weight during simulation. There are many methods to determine the weight, namely, 

evaluating mean squared error, evaluating correlation coefficients, and others [4]. 

 Graph Neural Network (GNN) is a combination of graph and neural network. GNN has 

been used in many areas such as social, and natural sciences [1]. It is mainly used for forecasting. 

Its main features are nodes as the inputs and outputs, and the relationship between the nodes is 

linked together with their weight and transfer functions.  

 

2.2 Model of GNN: GraphSAGE 

 

 For the simulation process, one must know the frameworks of the neural network. 

Hamilton et. al [12] introduced GraphSAGE’s framework. It is very useful for a graph that has 

many attributes that represent nodes to generate a low-dimensional vector of them. GraphSAGE 

generates features from the node’s local neighborhood [1]. This is very useful for unseen nodes 

since they can be represented by their local neighborhoods. 

 

2.3 Model of GNN: Multi-Layer Perceptron 
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Another type of GNN framework is called multi-layer perceptron. For this research, multilayer 

perceptron is chosen as the desired framework as it is easy to use with limited resources. As 

compared to GraphSAGE a high-end processor was needed to run the program. Where MLP can 

be run using a simple MATLAB program and low-end hardware. 

 MLP is a class of feedforward neural networks, where it is composed of several layers of 

input, hidden layer, and output. The size of the hidden layer is usually determined by trial and 

error. It works similar to GraphSAGE where a feature is determined by its previous feature as a 

result of aggregation. 

 

2.4 Previous Research on Nanofluids Dynamic Viscosity Prediction 

 

 In oil recovery, there are three major processes; 1) primary oil recovery, 2) secondary oil 

recovery, and 3) enhanced oil recovery (EOR) [2]. Many pieces of research have indicated that 

nanofluids or nanoparticles could greatly help in EOR [2]. Nanofluids offer several 

physicochemical properties such as thermal conductivity, dynamic viscosity, and others [13]. 

However, this research investigates the dynamic viscosity of the nanofluids since it influences the 

flow of the nanofluids as it moves through porous media [13]. 

Many variables affect the dynamic viscosity, namely the temperature of the nanofluids, the size 

of the nanoparticles, and the volume fraction of the nanofluids. Many types of research have dealt 

with these three variables [3, 4, 5]. The respective researchers mainly used multilayer-perceptron 

as their desired Neural Network. Ahmadi et. al [3, 4] and Ramezanizadeh et. al [5] claimed that 

this Neural Network can simulate the dynamic viscosity with fairly good results. 

 

3     Frameworks of Neural Network Model 

 
3.1 Frameworks of GraphSAGE 

 
 GraphSAGE is used to present every node based on its neighboring nodes that are 

parametrized by h. 

 
Figure 1: Graph representation 

Recall, every node has its feature vector parametrized by X. Every node is assumed to have the 

same size. GraphSAGE runs with k iterations, which means that one iteration is for one node. 

Every node is represented by h for k iteration. 

Notice the following notation: 

 𝑋𝑣 = 𝑁𝑜𝑑𝑒 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑓𝑜𝑟 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑜𝑑𝑒 𝑣 

 ℎ𝑣
0 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑛𝑜𝑑𝑒 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑜𝑑𝑒 𝑣 
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 ℎ𝑣
𝑘 = 𝑁𝑜𝑑𝑒 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑜𝑑𝑒 𝑣 𝑎𝑡 𝑡ℎ𝑒 𝑘 −

                          𝑡ℎ 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 

 𝑧𝑣 = 𝐹𝑖𝑛𝑎𝑙 𝑛𝑜𝑑𝑒 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑜𝑑𝑒 𝑣  
Every node has its neighbors, and these neighbors define the targeted node. By the combination 

of its neighboring nodes embedding vector, then node A is defined. A similar process is executed 

for other nodes in the graph. 

 
Figure 2:Process to find target node, A 

GraphSAGE consists of sampling and aggregation with a two-step process. It is an iterative 

procedure with initialization steps that set the initials’ node embedding vectors to their feature 

vectors. (i.e. k start from 1...K) such that, 

ℎ𝑣
𝑘−1 = ℎ𝑣

0 = 𝑥𝑣 

Figure 2 illustrates the two steps in the algorithm. Based on the figure, the steps are aggregated 

and updated. 

Aggregate means that the algorithm aggregates neighboring nodes for the targeted node. The 

aggregate function denotes as 𝑓𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒 . This function comes in many forms such as mean 

aggregator, and pool aggregator. 

𝑎𝑣 = 𝑓𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒({ℎ𝑢| 𝑢 ∈ 𝑁(𝑣)}) 

The targeted node, v depends on the aggregation of all nodes u, and the resultant is denoted as 𝑎𝑣. 

The current node v is then be updated using a combination of both aggregated node and its 

previous representations. It will be updated using the aggregated node plus the previous 

representation of the current node. 

ℎ𝑣
𝑘 = 𝑓𝑢𝑝𝑑𝑎𝑡𝑒(𝑎𝑣 , ℎ𝑣

𝑘−1) 

The above equation updates node v based on its neighborhood aggregated representations and 

node v’s previous representation. 
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Figure 3: Target node is node A 

Figure 3 shows, node A is selected as the targeted node. The following Figure 4 illustrates how 

node A (target node) is constructed. 

 
Figure 4:Process in obtaining targeted node 

The process starts from the outer to the inner layers. In Figure 4 Node B is the neighbor of node 

A (target node). The algorithm starts by aggregating from nodes B, C, and D. However, node B, 

has its neighbors which are nodes A and C. Therefore, the algorithm aggregates these nodes first. 

This aggregation process is determined by the number of parameters K. For example, K=2 implies 

the aggregation starts from node A neighbor and the neighbor of its neighbor. (i.e. A has neighbor 

B, and B has neighbor C and A). 

 

3.1 Formulation of ANN-MLP 
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Figure 5: Steps of derivation for the Levenberg-Marquardt algorithm 

The Levenberg-Marquardt algorithm composes of four major parts (1) the steepest descent method, 

(2) Newton’s method, (3) Gauss-Newton’s method, and (4) Levenberg-Marquardt algorithm. All 

these parts are interconnected with each other. 

Sum square error (SSE) is used to evaluate error during the training process. It is calculated as 

follows. 

 𝐸(𝑥, 𝑤) =
1

2
∑  
𝑝
1 ∑ 𝑒𝑝,𝑚

2𝑚
1              (1)  

 

where  

x is the input vector, 

w is weight vector, 

ep,m is the training error at output m and is defined as 

 𝑒𝑝,𝑚 = 𝑑𝑝,𝑚 − 𝑜𝑝,𝑚             (2)  

 

such that 

d is the desired output vector 

o is the actual output vector 

 

3.1.1 Steepest Descent Method 

The steepest descent algorithm uses the first-order derivation. To find minima in error space, the 

derivation on E with respect to w is determined. It is denoted as g. 

 𝑔 =
𝛿𝐸(𝑥,𝑤)

𝛿𝑤
= [

𝛿𝐸

𝛿𝑤1
   
𝛿𝐸

𝛿𝑤2
   
𝛿𝐸

𝛿𝑤3
…

𝛿𝐸

𝛿𝑊𝑁
]       (3)  

 

   

The weight, w is defined as 

 𝑤𝑘+1 = 𝑤𝑘 − 𝛼𝑔𝑘     (4)  

 

where 

𝛼 is a learning constant (step size) 

 

3.1.2 Newton’s Method 

Newton’s method assumes that gradient components, g, as a function of weight and each of them 

is a linearly independent 
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{

𝑔1 = 𝐹1(𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑁
𝑔2 = 𝐹2(𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑁

⋮
𝑔𝑁 = 𝐹𝑁(𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑁

           (5) 
 

 

 

and by employing the Taylor’s series  

 

{
 
 

 
 𝑔1 = 𝑔1,0 +

𝛿𝑔1

𝛿𝑤1
Δ𝑤1 +

𝛿𝑔1

𝛿𝑤2
Δ𝑤2 +⋯+

𝛿𝑔1

𝛿𝑤𝑁
Δ𝑤𝑁

𝑔2 = 𝑔2,0 +
𝛿𝑔2

𝛿𝑤1
Δ𝑤1 +

𝛿𝑔2

𝛿𝑤2
Δ𝑤2 +⋯+

𝛿𝑔2

𝛿𝑤𝑁
Δ𝑤𝑁

⋮

𝑔𝑁 = 𝑔𝑁,0 +
𝛿𝑔𝑁

𝛿𝑤1
Δ𝑤1 +

𝛿𝑔𝑁

𝛿𝑤2
Δ𝑤2 +⋯+

𝛿𝑔𝑁

𝛿𝑤𝑁
Δ𝑤𝑁

      (6) 
 

 

 

Hence, 

 
𝛿𝑔𝑖

𝛿𝑤𝑗
=

𝛿(
𝛿𝐸

𝛿𝑤𝑖
)

𝛿𝑤𝑗
=

𝛿2𝐸

𝛿𝑤𝑖𝛿𝑤𝑗
                      (7)  

 

Combining Eq. 7 with Eq. 6, it 

 

{
  
 

  
 𝑔1 = 𝑔1,0 +

𝛿2𝐸

𝛿𝑤1
2 Δ𝑤1 +

𝛿2𝐸

𝛿𝑤1𝛿𝑤2
Δ𝑤2 +⋯+

𝛿2𝐸

𝛿𝑤1𝛿𝑤𝑁
Δ𝑤𝑁

𝑔2 = 𝑔2,0 +
𝛿2𝐸

𝛿𝑤2𝛿𝑤1
Δ𝑤1 +

𝛿2𝐸

𝛿𝑤2
2 Δ𝑤2 +⋯+

𝛿2𝐸

𝛿𝑤2𝛿𝑤𝑁
Δ𝑤𝑁

⋮

𝑔𝑁 = 𝑔𝑁,0 +
𝛿2𝐸

𝛿𝑤𝑛𝛿𝑤1
Δ𝑤1 +

𝛿2𝐸

𝛿𝑤𝑁𝛿𝑤2
Δ𝑤2 +⋯+

𝛿2𝐸

𝛿𝑤𝑁
2 Δ𝑤𝑁

        (8) 

 

 

 

 

To find minima of the total error function, E, each element of gradient vector, g, must be zero. 

Hence, the left-hand sides of Eq. 8 are zeroes. 

 

{
  
 

  
 0 = 𝑔1,0 +

𝛿2𝐸

𝛿𝑤1
2 Δ𝑤1 +

𝛿2𝐸

𝛿𝑤1𝛿𝑤2
Δ𝑤2 +⋯+

𝛿2𝐸

𝛿𝑤1𝛿𝑤𝑁
Δ𝑤𝑁

0 = 𝑔2,0 +
𝛿2𝐸

𝛿𝑤2𝛿𝑤1
Δ𝑤1 +

𝛿2𝐸

𝛿𝑤2
2 Δ𝑤2 +⋯+

𝛿2𝐸

𝛿𝑤2𝛿𝑤𝑁
Δ𝑤𝑁

⋮

0 = 𝑔𝑁,0 +
𝛿2𝐸

𝛿𝑤𝑛𝛿𝑤1
Δ𝑤1 +

𝛿2𝐸

𝛿𝑤𝑁𝛿𝑤2
Δ𝑤2 +⋯+

𝛿2𝐸

𝛿𝑤𝑁
2 Δ𝑤𝑁

    (9)  

 

Combining Eq. 3, with Eq. 9, the equation become 

 

{
  
 

  
 −

𝛿𝐸

𝛿𝑤1
= −𝑔1 = 𝑔1,0 +

𝛿2𝐸

𝛿𝑤1
2 Δ𝑤1 +

𝛿2𝐸

𝛿𝑤1𝛿𝑤2
Δ𝑤2 +⋯+

𝛿2𝐸

𝛿𝑤1𝛿𝑤𝑁
Δ𝑤𝑁

−
𝛿𝐸

𝛿𝑤2
= −𝑔2 = 𝑔2,0 +

𝛿2𝐸

𝛿𝑤2𝛿𝑤1
Δ𝑤1 +

𝛿2𝐸

𝛿𝑤2
2 Δ𝑤2 +⋯+

𝛿2𝐸

𝛿𝑤2𝛿𝑤𝑁
Δ𝑤𝑁

⋮

−
𝛿𝐸

𝛿𝑤𝑁
= −𝑔𝑁 = 𝑔𝑁,0 +

𝛿2𝐸

𝛿𝑤𝑛𝛿𝑤1
Δ𝑤1 +

𝛿2𝐸

𝛿𝑤𝑁𝛿𝑤2
Δ𝑤2 +⋯+

𝛿2𝐸

𝛿𝑤𝑁
2 Δ𝑤𝑁

  (10) 
 

 

 

Eq. 10, could be written as matrix form 
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[

−𝑔1
−𝑔2
⋮

−𝑔𝑁

] =

[
 
 
 
 
 
 
 −

𝛿𝐸

𝛿𝑤1

−
𝛿𝐸

𝛿𝑤2
⋮

−
𝛿𝐸

𝛿𝑤𝑁]
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
𝛿2𝐸

𝛿𝑤1
2

𝛿2𝐸

𝛿𝑤1𝛿𝑤2
…

𝛿2𝐸

𝛿𝑤1𝛿𝑤𝑁
𝛿2𝐸

𝛿𝑤2𝛿𝑤1

𝛿2𝐸

𝛿𝑤2
2 …

𝛿2𝐸

𝛿𝑤2𝛿𝑤𝑁
… … ⋱ …
𝛿2𝐸

𝛿𝑤𝑁𝛿𝑤1

𝛿2𝐸

𝛿𝑤𝑁𝛿𝑤2
…

𝛿2𝐸

𝛿𝑤𝑁
2 ]

 
 
 
 
 
 
 

× [

Δ𝑤1
Δ𝑤2
⋮

Δ𝑤𝑁

] 
 

(11) 

 

 

where the square matrix is called Hessian matrix, H 

 

𝐻 =

[
 
 
 
 
 
 

𝛿2𝐸

𝛿𝑤1
2

𝛿2𝐸

𝛿𝑤1𝛿𝑤2
…

𝛿2𝐸

𝛿𝑤1𝛿𝑤𝑁

𝛿2𝐸

𝛿𝑤2𝛿𝑤1

𝛿2𝐸

𝛿𝑤2
2 …

𝛿2𝐸

𝛿𝑤2𝛿𝑤𝑁

… … ⋱ …
𝛿2𝐸

𝛿𝑤𝑁𝛿𝑤1

𝛿2𝐸

𝛿𝑤𝑁𝛿𝑤2
…

𝛿2𝐸

𝛿𝑤𝑁
2 ]
 
 
 
 
 
 

        (12) 
 

 

 

By combining Eq.3 and Eq.12 with Eq. 11, then 

 −𝑔 = 𝐻Δ𝑤       (13)  

and, 

 Δ𝑤 = −𝐻−1𝑔     (14)  

 

Therefore, the update rule for weight, w, is 

 𝑤𝑘+1 = 𝑤𝑘 −𝐻𝑘
−1𝑔𝑘       (15)  

 

3.1.3 Gauss-Newton’s Method 

In Newton’s method, one can see that calculation for the Hessian matrix is complicated as it deals 

with second-order derivatives. Jacobian matrix is introduced to solve the problem. 

 

𝐽 =

[
 
 
 
 
 
 
 
 
 
 
 
 
𝛿𝑒1,1

𝛿𝑤1

𝛿𝑒1,1

𝛿𝑤2
…

𝛿𝑒1,1

𝛿𝑤𝑁
𝛿𝑒1,2

𝛿𝑤1

𝛿𝑒1,2

𝛿𝑤2
…

𝛿𝑒1,2

𝛿𝑤𝑁
… … … …

𝛿𝑒1,𝑀

𝛿𝑤1

𝛿𝑒1,𝑀

𝛿𝑤2
…

𝛿𝑒1,𝑀

𝛿𝑤𝑁
… … … …
𝛿𝑒𝑝,1

𝛿𝑤1

𝛿𝑒𝑝,1

𝛿𝑤2
…

𝛿𝑒𝑝,1

𝛿𝑤𝑁
𝛿𝑒𝑝,2

𝛿𝑤1

𝛿𝑒𝑝,2

𝛿𝑤2
…

𝛿𝑒𝑝,2

𝛿𝑤𝑁
… … … …

𝛿𝑒𝑝,𝑚

𝛿𝑤1

𝛿𝑒𝑝,𝑚

𝛿𝑤2
…

𝛿𝑒𝑝,𝑚

𝛿𝑤𝑁 ]
 
 
 
 
 
 
 
 
 
 
 
 

             (16) 
 

 

By integrating Eq.1 and Eq.3, the elements of gradient vector, g, become 

 
𝑔𝑖 =

𝛿𝐸

𝛿𝑤𝑖
=

𝛿[
1

2
∑  
𝑝
1 ∑ 𝑒𝑝,𝑚

2𝑚
1 ]

𝛿𝑤𝑖
= ∑  

𝑝
1 ∑ (

𝛿𝑒𝑝,𝑚

𝛿𝑤𝑖
𝑒𝑝,𝑚)

𝑚
1      (17) 

 

 

Combining Eq.16 and Eq.17, the relationship between J and g is 

 𝑔 = 𝐽𝑒        (18) 
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where 

e is an error vector in the form of 

 

𝑒 =

[
 
 
 
 
 
 
 
 
𝑒1,1
𝑒1,2
…
𝑒1,𝑀
…
𝑒𝑝,1
𝑒𝑝,2
…
𝑒𝑝,𝑚]

 
 
 
 
 
 
 
 

              (19) 
 

 

 

Integrating Eq.1 and Eq.11, the Hessian matrix is 

 
𝐻𝑖𝑗 =

𝛿2𝐸

𝛿𝑤𝑖𝛿𝑤𝑗
=

𝛿2[
1

2
∑  
𝑝
1 ∑ 𝑒𝑝,𝑚

2𝑚
1 ]

𝛿𝑤𝑖𝛿𝑤𝑗
= ∑  

𝑝
1 ∑ (

𝛿𝑒𝑝,𝑚

𝛿𝑤𝑖

𝛿𝑒𝑝,𝑚

𝛿𝑤𝑗
+ 𝑠𝑖𝑗)

𝑚
1      (20)  

 

The basic assumption of Newton’s method is Sij is closed to zero, then the relationship between H 

and J is written as 

 𝐻 = 𝐽𝑇𝐽        (21) 
 

By combining Eq. 15, Eq.19, and Eq.21, the update rule for weight for Gauss-Newton’s algorithm 

is, 

 𝑤𝑘+1 = 𝑤𝑘 − (𝐽𝑘
𝑇𝐽𝑘)

−1
𝐽𝑘𝑒𝑘      (22)  

 

3.1.4 Levenberg-Marquardt algorithm 

The problem with the Gauss-Newton algorithm is that JT J may not always be invertible. To 

overcome this problem another approximation is 

 𝐻 = 𝐽𝑇𝐽 + 𝜇𝐼      (23) 
 

such that 

µ is combination coefficient (positive) 

I is an identity matrix 

One can notice that the main diagonal is always positive, thus it will always invertible. So, by 

combining Eq.23 with Eq.22, update rule for weight, w, for Levenberg-Marquardt algorithm is 

 𝑤𝑘+1 = 𝑤𝑘 − (𝐽𝑘
𝑇𝐽𝑘 + 𝜇𝐼)

−1
𝐽𝑘𝑒𝑘       (24)  

 

 

4          Results and Discussion 
 

4.1 Dynamics viscosity of nanofluids with respect to volume fraction 

 

 After the model is trained, it is then used to determine the dynamic viscosity of nanofluids. 

It is made to justify whether the model is well trained or not. The result can give insight into 

dynamicity of viscosity of nanofluids with respect to other parameters such as the influences of 

the temperature of the nanofluids, the volume of the nanofluids, and the size of the nanoparticles. 

Moreover, the properties of the nanofluids as it flows through porous media are gathered. 
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Figure 6: Viscosity vs Volume fraction plots 

Figure 14 shows the graph of volume fraction vs viscosity for 0.01%-13%. The curve shows a 

relatively constant from 0.01% until approximately 5% of volume fraction. This shows that 

volume fraction in that range has relatively low importance that affects viscosity. The curve 

steadily increase in viscosity from 5% until 10% volume fraction. This indicates that the volume 

fraction in that range starts to influence the viscosity of the nanofluids. The curve greatly increase 

with respect to viscosity from 10% to 13% volume fraction. Thus, the volume fraction in that 

range affects viscosity. Therefore, the hypothesis made earlier is verified; i.e. increase in volume 

fraction leads to increasing in viscosity of nanofluid. 

 

4.2 Dynamics viscosity of nanofluids with respect to temperature 

 

 
Figure 7: Viscosity vs Temperature plots 

Figure 15 shows, the graph of viscosity vs temperature. When the temperature in between 25 to 

70 degrees Celsius, the viscosity decreases as the temperature increases and concur to Lee J.H et 

al.s’[20] claim. When the temperature is between 70 to 150 degrees Celsius, a great increasing in 

viscosity as the temperature increase is detected. There exists a critical point where the viscosity 

increases with temperature. This effect is called the hysteresis phenomenon. [23] 

 

4.3 Dynamics viscosity of nanofluids with respect to size of nanoparticles 
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Figure 7: Viscosity vs Size plots 

Figure 16 shows the relation between viscosity and size. The size of nanoparticles used are 

12,30,31,37,48, and 99nm. Almost no relationship exists between the size of nanoparticles and the 

viscosity of the nanofluid. This means that size of the particle is almost negligible, as it neither 

increases nor decreases the viscosity of the nanofluids. These results also confirm the studies made 

by Pastoriza-Gallego, M. J. et al. [22] who stated that the size of nanoparticle is negligible. 

 

4.2 Comparison between Actual and Predicted Data and their Error Analysis 

 

 In this section, a comparison is made between calculated and the actual values. The 

purpose is to measure the relative error between them. The error analysis is done by finding 

relative error between the calculated and actual values. The mean relative error is calculated as 

follows. 

 
𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 % = 

|𝑑𝑎𝑡𝑎𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 − 𝑑𝑎𝑡𝑎𝑎𝑐𝑡𝑢𝑎𝑙|

𝑑𝑎𝑡𝑎𝑎𝑐𝑡𝑢𝑎𝑙
∗ 100 

 

Eq. 

1 

 

 
𝑀𝑒𝑎𝑛 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 % =

∑𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 %

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑎𝑡𝑎
 

 

Eq. 

2 
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Figure 8: Comparison between calculated data and actual data 

 

 
Figure 9: Regression line between actual data and calculated data 

 

Figure 17 shows the comparison between the actual data and calculated data. Both actual data and 

calculated data lie closely to each other. In other words, the calculated data and the actual data are 

highly correlated to each other. This means that the model is well trained and can be used to model 

the dynamic viscosity of nanofluids. 

Figure 18 shows the regression line is drawn between the actual and calculated data. The 

correlation coefficient between the data is 0.9963. The closer the value to 1, the higher is the 

correlation. 
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Figure 10: Range of error between actual data and calculated data 

 

Table 1: Mean relative error between the calculated and actual data 
 

ANN-MLP 

Mean Relative Error (%) 4.098634493 

 

Figure 19 is the range of error between actual and calculated data. The range of error is mostly fall 

under 10% of error while the largest error is approximately 40%. Table 5 shows that the mean 

relative error for this model is only 4%, which is acceptable as the value of MSE for the training, 

validation, and testing is 0.0078, 0.1124, and 0.0597 respectively. 

 

4          Conclusion 

 

 In this study, ANN-MLP is used as a tool to develop a model to calculate the dynamic 

viscosity of nanofluids by considering the temperature of nanofluids, volume fraction of 

nanofluids, and the size of nanofluids as input variables. Several hidden neurons are tested to 

identify the optimum number of hidden neurons in the network model. Statistical benchmark that 

was used for determining the hidden neurons is the value of correlation coefficient R2. With 17 

hidden neurons, the highest value of R2, 0.9983 for training, 0.9847 for validation, and 0.9821 for 

testing were obtained. These values are all close to 1 as compared to other number of hidden 

neurons.  

Low correlation between data gives the best performance for the neural network. The 

correlation between data all fall below 0.5, where the lowest correlation between viscosity is size 

with 0.0570 and the highest correlation between viscosity is volume fraction which is 0.5131. The 

correlation for temperature with viscosity is -0.2061. Therefore, they are all low correlations that 

imply good performance for the network.  

The size has low importance in determining dynamic viscosity of nanofluid, and volume 

fraction gives linear relationship with the dynamic viscosity. Similarly for temperature. However, 

inverse linear relationship is obtained, namely, as temperature increases the dynamic viscosity 

decrease. The critical temperature where the dynamic viscosity increases as the temperature 

increase is called the hysteresis phenomenon, that is the temperature is above 70 degrees Celsius. 

The actual and calculated data are shown to be closely lied. The correlation coefficient between 

the actual and estimated data is 0.9963. This model is suitable for simulating the dynamic viscosity 
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of nanofluids. Based on the error analysis, the average relative error is 4.098% hence, the network 

is well trained and can be used to calculate the viscosity.  

In conclusion, the Levenberg-Marquardt training algorithm with 17 hidden neurons is the 

optimal setup calculating the dynamic viscosity of nanofluids based on 520 sets of data. 
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