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Abstract 
In DNA computing, there are different computational models which are based on operations of DNA 
molecules and the concept of formal language theory. Watson-Crick automaton is a mathematical model 
that represents the biological properties of DNA; whereas a sticker system is another DNA computing 
model which uses the sticker operation to form complete double-stranded sequences. These two 
modelings of DNA molecules in DNA computing use the feature of Watson-Crick complementarity. On 
the other hand, Watson-Crick grammars, which are the grammar counterparts of Watson-Crick 
automata, use the Watson-Crick complementarity. Hence, Watson-Crick grammars and sticker systems 
are used in this research to propose a novel theoretical model known as static Watson-Crick grammars. 
A static Watson-Crick grammar generates both stranded strings dependently by checking for the 
Watson-Crick complementarity for each complete substring. In this research, the computational 
properties of static Watson-Crick grammars are investigated to correlate with the hierarchy between the 
families of Chomsky languages and Watson-Crick languages.  
Keywords: DNA computing; Watson-Crick grammars; Sticker system; Computational properties  

 
Introduction 
DNA computing is a new discipline of research that incorporates biological molecules as the 
fundamental components of computing devices. In DNA computing, Watson-Crick complementarity and 
massive parallelism are two basic aspects required in executing DNA computations. Sticker systems 
and Watson-Crick automata are computational models based on different operations of DNA molecules 
[1]: sticker system is a language generating device that is based on the sticking operation [2], and 
Watson-Crick automata is an extension of finite automata with the addition of two reading heads on 
double sequences [3]. 

It has been shown in past research that formal language may be utilized to examine molecular 
processes from the computational perspective [4, 5].  The grammar models, however, did not use the 
fundamental feature of Watson-Crick complementarity of DNA molecules. The development of the 
Watson-Crick automata in the grammatical area started in 2012 when Watson-Crick complementarity of 
DNA molecules is implemented in Watson-Crick regular grammars [6]. Following that, the research has 
been extensively studied with Watson-Crick grammars [7] which generate double-stranded strings 
dynamically: the Watson-Crick complementarity can only be checked upon generating both strands of a 
complete double-stranded string. Hence, this research aims to introduce a new variant of Watson-Crick 
grammars known as static Watson-Crick grammars which use the concept of Watson-Crick grammars 
and sticker system; as well as to determine the computational properties in term of the Chomsky 
hierarchy. 
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Preliminaries 
The reader may refer to [8, 9] for detailed information regarding the basic concepts of formal language 
theory, and sticker systems. Here, some notations and definitions used in this research are recalled.  

Firstly, the symbol ⊆ denotes the inclusion while ⊂ denotes the strict (proper) inclusion. The 
membership of an element to a set is denoted by ∈. An alphabet is a  finite nonempty set of symbols. Let 
𝑇𝑇 be a finite alphabet.  Then, 𝑇𝑇∗ is the set of all finite strings (or words) over 𝑇𝑇. A string with no symbols, 
known as empty string, is denoted by 𝝀𝝀. The symbol 𝑇𝑇+ is defined as the set of all nonempty finite 
strings over 𝑇𝑇 where 𝑇𝑇+ = 𝑇𝑇∗ − {𝜆𝜆}. In sticker system, the set of incomplete molecules is denoted as 
𝑊𝑊𝜌𝜌(𝑉𝑉) = 𝐿𝐿𝜌𝜌(𝑉𝑉) ∪ 𝑅𝑅(𝑉𝑉) ∪ 𝐿𝐿𝑅𝑅𝜌𝜌(𝑉𝑉), where: 

 

𝐿𝐿𝜌𝜌(𝑉𝑉) = �� 𝜆𝜆𝑉𝑉∗� ∪ �
𝑉𝑉∗
𝜆𝜆 �� �

𝑉𝑉
𝑉𝑉�𝜌𝜌

∗
, 𝑅𝑅𝜌𝜌(𝑉𝑉) = �𝑉𝑉𝑉𝑉�𝜌𝜌

∗
�� 𝜆𝜆𝑉𝑉∗� ∪ �

𝑉𝑉∗
𝜆𝜆 �� and 

𝐿𝐿𝑅𝑅𝜌𝜌(𝑉𝑉) = �� 𝜆𝜆𝑉𝑉∗� ∪ �
𝑉𝑉∗
𝜆𝜆 �� �

𝑉𝑉
𝑉𝑉�𝜌𝜌

+
�� 𝜆𝜆𝑉𝑉∗� ∪ �

𝑉𝑉∗
𝜆𝜆 ��. 

 
In order to introduce the static Watson-Crick grammars, another notion of 𝐿𝐿𝑅𝑅𝜌𝜌(𝑉𝑉) is also 

introduced in this research, where   

𝐿𝐿𝑅𝑅𝜌𝜌∗(𝑇𝑇) = �� 𝜆𝜆𝑇𝑇∗� ∪ �
𝑇𝑇∗
𝜆𝜆 �� �

𝑇𝑇
𝑇𝑇�𝜌𝜌

∗
�� 𝜆𝜆𝑇𝑇∗� ∪ �

𝑇𝑇∗
𝜆𝜆 ��, 

𝐿𝐿𝑅𝑅𝜌𝜌+(𝑇𝑇) = �� 𝜆𝜆𝑇𝑇∗� ∪ �
𝑇𝑇∗
𝜆𝜆 �� �

𝑇𝑇
𝑇𝑇�𝜌𝜌

+
�� 𝜆𝜆𝑇𝑇∗� ∪ �

𝑇𝑇∗
𝜆𝜆 ��, 

 
and the alphabet 𝑉𝑉 which is defined in 𝑊𝑊𝜌𝜌(𝑉𝑉) is used instead of the alphabet 𝑇𝑇 according to the 
concept of grammar. Next, the definitions of Watson-Crick grammars are presented as follows. 

 
Definition 1 [7]  
A Watson-Crick (WK) grammar 𝐺𝐺 = (𝑁𝑁,𝑇𝑇,𝜌𝜌, 𝑆𝑆,𝑃𝑃) is called 

• regular if each production has the form 𝐴𝐴 → 〈𝑢𝑢/𝑣𝑣〉 where 𝐴𝐴,𝐵𝐵 ∈ 𝑁𝑁 and 〈𝑢𝑢/𝑣𝑣〉 ∈ 〈𝑇𝑇∗/𝑇𝑇∗〉. 
• linear if each production has the form 𝐴𝐴 → 〈𝑢𝑢1/𝑣𝑣1〉𝐵𝐵〈𝑢𝑢2/𝑣𝑣2〉 or 𝐴𝐴 → 〈𝑢𝑢/𝑣𝑣〉 where 𝐴𝐴,𝐵𝐵 ∈ 𝑁𝑁 and 

〈𝑢𝑢/𝑣𝑣〉, 〈𝑢𝑢1/𝑣𝑣1〉, 〈𝑢𝑢2/𝑣𝑣2〉 ∈ 〈𝑇𝑇∗/𝑇𝑇∗〉. 
• context-free if each production has the form 𝐴𝐴 → 𝛼𝛼 where 𝐴𝐴 ∈ 𝑁𝑁 and 𝛼𝛼 ∈ (𝑁𝑁 ∪ 〈𝑇𝑇∗/𝑇𝑇∗〉)∗. 

The notation 〈𝑢𝑢/𝑣𝑣〉 represents the element (𝑢𝑢,𝑣𝑣) ⊆ 𝑉𝑉 × 𝑉𝑉 in the set of pairs of strings and  〈𝑇𝑇∗/𝑇𝑇∗〉 is 
written instead of 𝑉𝑉∗ × 𝑉𝑉∗. 

 
Results and Discussion 
In this section, the definitions of static Watson-Crick regular grammars (right-linear or left-linear), static 
Watson-Crick linear grammars and static Watson-Crick context-free grammars are introduced. 

   
Definition 2 
A static Watson-Crick right-linear grammar is a 5-tuple 𝐺𝐺 = (𝑁𝑁,𝑇𝑇, 𝜌𝜌,𝑆𝑆,𝑃𝑃) where 𝑁𝑁,𝑇𝑇 are disjoint 
nonterminal and terminal alphabets, respectively, 𝜌𝜌 ∈ 𝑇𝑇 × 𝑇𝑇 is a symmetric relation, 𝑆𝑆 ∈ 𝑁𝑁 is a start 
symbol (axiom) and 𝑃𝑃 is a finite set of production rules in the form of 

(i) 𝑆𝑆 → �𝜆𝜆𝜆𝜆� where 𝑆𝑆 ∈ 𝑁𝑁; or 

(ii) 𝑆𝑆 → 𝐴𝐴�
𝑥𝑥
𝑦𝑦� �

𝑢𝑢
𝑣𝑣� where 𝐴𝐴 ∈ 𝑁𝑁 − {𝑆𝑆}, �

𝑥𝑥
𝑦𝑦� �

𝑢𝑢
𝑣𝑣�  ∈ 𝐿𝐿𝜌𝜌(𝑇𝑇); 

(iii)  𝐴𝐴 → 𝐵𝐵 �
𝑥𝑥
𝑦𝑦� where 𝐴𝐴,𝐵𝐵 ∈ 𝑁𝑁 − {𝑆𝑆}, �

𝑥𝑥
𝑦𝑦� ∈ 𝐿𝐿𝑅𝑅𝜌𝜌

∗(𝑇𝑇); or 

(iv)  𝐴𝐴 → �𝑢𝑢𝑣𝑣� �
𝑥𝑥
𝑦𝑦� where 𝐴𝐴 ∈ 𝑁𝑁 − {𝑆𝑆}, �𝑢𝑢𝑣𝑣� �

𝑥𝑥
𝑦𝑦� ∈ 𝑅𝑅𝜌𝜌(𝑇𝑇). 

 
 

(1) 
 
(2) 
 
 

(3) 
 
(4) 
 
 

(5) 
 
(6) 
 
(7) 
 
(8) 
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Definition 3 
A static Watson-Crick left-linear grammar is a 5-tuple 𝐺𝐺 = (𝑁𝑁,𝑇𝑇,𝜌𝜌, 𝑆𝑆,𝑃𝑃) where 𝑁𝑁,𝑇𝑇 are disjoint 
nonterminal and terminal alphabets, respectively, 𝜌𝜌 ∈ 𝑇𝑇 × 𝑇𝑇 is a symmetric relation, 𝑆𝑆 ∈ 𝑁𝑁 is a start 
symbol (axiom) and 𝑃𝑃 is a finite set of production rules in the form of: 

 

(i) 𝑆𝑆 → �𝜆𝜆𝜆𝜆� where 𝑆𝑆 ∈ 𝑁𝑁; or 

(ii) 𝑆𝑆 → �𝑢𝑢𝑣𝑣� �
𝑥𝑥
𝑦𝑦�𝐴𝐴 where 𝐴𝐴 ∈ 𝑁𝑁 − {𝑆𝑆}, �𝑢𝑢𝑣𝑣� �

𝑥𝑥
𝑦𝑦� ∈ 𝑅𝑅𝜌𝜌(𝑇𝑇); 

(iii)  𝐴𝐴 → �
𝑥𝑥
𝑦𝑦�𝐵𝐵 where 𝐴𝐴,𝐵𝐵 ∈ 𝑁𝑁 − {𝑆𝑆}, �

𝑥𝑥
𝑦𝑦� ∈ 𝐿𝐿𝑅𝑅𝜌𝜌

∗(𝑇𝑇); or 

(iv)  𝐴𝐴 → �
𝑥𝑥
𝑦𝑦� �

𝑢𝑢
𝑣𝑣� where 𝐴𝐴 ∈ 𝑁𝑁 − {𝑆𝑆}, �

𝑥𝑥
𝑦𝑦� �

𝑢𝑢
𝑣𝑣� ∈ 𝐿𝐿𝜌𝜌(𝑇𝑇). 

 
Definition 4 
A static Watson-Crick linear grammar is a 5-tuple 𝐺𝐺 = (𝑁𝑁,𝑇𝑇, 𝜌𝜌,𝑆𝑆,𝑃𝑃) where 𝑁𝑁,𝑇𝑇 are disjoint nonterminal 
and terminal alphabets, respectively, 𝜌𝜌 ∈ 𝑇𝑇 × 𝑇𝑇 is a symmetric relation, 𝑆𝑆 ∈ 𝑁𝑁 is a start symbol (axiom) 
and 𝑃𝑃 is a finite set of production rules in the form of 

(i) 𝑆𝑆 → �𝜆𝜆𝜆𝜆� where 𝑆𝑆 ∈ 𝑁𝑁; or 

(ii) 𝑆𝑆 → �
𝑢𝑢1
𝑣𝑣1� �

𝑥𝑥1
𝑦𝑦1�𝐴𝐴 �

𝑥𝑥2
𝑦𝑦2� �

𝑢𝑢2
𝑣𝑣2� where 𝐴𝐴 ∈ 𝑁𝑁 − {𝑆𝑆} and �

𝑢𝑢1
𝑣𝑣1� �

𝑥𝑥1
𝑦𝑦1� ∈ 𝑅𝑅𝜌𝜌

(𝑇𝑇), �
𝑥𝑥2
𝑦𝑦2� �

𝑢𝑢2
𝑣𝑣2� ∈ 𝐿𝐿𝜌𝜌

(𝑇𝑇); 

(iii)  𝐴𝐴 → �
𝑥𝑥1
𝑦𝑦1�𝐵𝐵 �

𝑥𝑥2
𝑦𝑦2� where 𝐴𝐴,𝐵𝐵 ∈ 𝑁𝑁 − {𝑆𝑆} and �

𝑥𝑥1
𝑦𝑦1� , �

𝑥𝑥2
𝑦𝑦2� ∈ 𝐿𝐿𝑅𝑅𝜌𝜌

∗(𝑇𝑇); or 

(iv)  𝐴𝐴 → �
𝑥𝑥1
𝑦𝑦1� where 𝐴𝐴 ∈ 𝑁𝑁 − {𝑆𝑆} and �

𝑥𝑥1
𝑦𝑦1� ∈ 𝐿𝐿𝑅𝑅𝜌𝜌

∗(𝑇𝑇). 

 
Definition 5 
A static Watson-Crick context-free grammar is a 5-tuple 𝐺𝐺 = (𝑁𝑁,𝑇𝑇,𝜌𝜌, 𝑆𝑆,𝑃𝑃) where 𝑁𝑁,𝑇𝑇 are disjoint 
nonterminal and terminal alphabets, respectively, 𝜌𝜌 ∈ 𝑇𝑇 × 𝑇𝑇 is a symmetric relation, 𝑆𝑆 ∈ 𝑁𝑁 is a start 
symbol (axiom) and 𝑃𝑃 is a finite set of production rules in the form of 

(i) 𝑆𝑆 → �𝜆𝜆𝜆𝜆� where 𝑆𝑆 ∈ 𝑁𝑁; or 

(ii) 𝑆𝑆 → 𝑥𝑥1𝐴𝐴1𝑥𝑥2𝐴𝐴2⋯𝑥𝑥𝑘𝑘𝐴𝐴𝑘𝑘𝑥𝑥𝑘𝑘+1 where 𝐴𝐴𝑖𝑖 ∈ 𝑁𝑁 − {𝑆𝑆} for 1 ≤ 𝑖𝑖 ≤ 𝑘𝑘, 𝑥𝑥1 ∈ 𝑅𝑅𝜌𝜌(𝑇𝑇), 
 𝑥𝑥𝑖𝑖 ∈ 𝐿𝐿𝑅𝑅𝜌𝜌+(𝑇𝑇) for 2 ≤ 𝑖𝑖 ≤ 𝑘𝑘 and 𝑥𝑥𝑘𝑘+1 ∈ 𝐿𝐿𝜌𝜌(𝑇𝑇); 

(iii)  𝐴𝐴 → 𝑦𝑦1𝐵𝐵1𝑦𝑦2𝐵𝐵2⋯𝑦𝑦𝑡𝑡𝐵𝐵𝑡𝑡𝑦𝑦𝑡𝑡+1 where 𝐴𝐴,𝐵𝐵𝑖𝑖 ∈ 𝑁𝑁 − {𝑆𝑆} for 1 ≤ 𝑖𝑖 ≤ 𝑡𝑡, 𝑦𝑦𝑖𝑖 ∈ 𝐿𝐿𝑅𝑅𝜌𝜌+(𝑇𝑇) 
 for 2 ≤ 𝑖𝑖 ≤ 𝑡𝑡, 𝑦𝑦1, 𝑦𝑦𝑡𝑡+1 ∈ 𝐿𝐿𝑅𝑅𝜌𝜌∗(𝑇𝑇) ;      or  

(iv)  𝐴𝐴 → 𝑥𝑥 where 𝐴𝐴 ∈ 𝑁𝑁 − {𝑆𝑆} and 𝑥𝑥 ∈ 𝐿𝐿𝑅𝑅𝜌𝜌∗(𝑇𝑇). 
 
The reflexive and transitive closure of 

𝐺𝐺
⇒or (⇒) is denoted by 

𝐺𝐺
⇒∗ or (⇒∗). The language 

generated by static Watson-Crick grammar 𝐺𝐺, denoted by 𝐿𝐿(𝐺𝐺), is defined as 
𝐿𝐿(𝐺𝐺) = �𝑢𝑢: �𝑢𝑢𝑣𝑣� ∈ 𝑊𝑊𝑊𝑊𝜌𝜌(𝑇𝑇) and 𝑆𝑆

𝐺𝐺
⇒∗ �𝑢𝑢𝑣𝑣��. 

 
The family of languages generated by static Watson-Crick regular, linear, and context-free 

grammar is denoted by SREG, SLIN and SCF, respectively. 
Next, the relationships between the families of static Watson-Crick grammars and the families in 

the Chomsky hierarchy and Watson-Crick grammars are determined. 
 
 
 
 
 

 

  (9) 
 
(10) 
 
(11) 
 
(12) 
 
 

(13) 
 
(14) 
 
(15) 
 
(16) 
 
 

(17) 
 
(18) 
 
(19) 
 
(20) 
 
 

(21) 
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Theorem 1 REG ⊂ SREG, LIN ⊂ SLIN, CF ⊂ SCF. 
 
Theorem 2 WKREG ⊆ SREG. 
 
Theorem 3 WKLIN ⊆ SLIN. 
 
Theorem 4 WKCF ⊆ SCF. 
 
Theorem 5 SREG ⊂ SLIN ⊂ SCF. 
 

The hierarchy of families of languages is illustrated in Figure 1 where the solid arrows represent 
the proper inclusions of the lower families into the upper families, while the dotted arrow represents the 
inclusions.  

 
 

 
 
 

Figure 1. The hierarchy of families of static Watson-Crick, Watson-Crick, and Chomsky languages. 
 

Based on Figure 1, the family of languages generated by regular, linear, and context-free 
grammars is denoted by REG, LIN, and CF, respectively. Besides, the notations WKREG, WKLIN and 
WKCF represent the family of languages generated by Watson-Crick grammars; while the notations 
SREG, SLIN and SCF represent the family of languages generated by static Watson-Crick grammars. 
 
Conclusion 
In this research, a new theoretical model known as the static Watson-Crick grammars is defined along 
with some of its computational properties. The static Watson-Crick grammars are classified into three 
types according to the Chomsky grammars, namely regular, linear, and context-free grammars. 
Referring to the results, the computational properties of the static Watson-Crick grammars is obtained 
through the relationship between the families of Chomsky languages and Watson-Crick languages. The 
findings show that the family of regular, linear, and context-free languages is strictly included in the 
family of static Watson-Crick regular, linear, and context-free languages, respectively. Besides, the 
family of Watson-Crick regular, linear, and context-free languages is included in the family of static 
Watson-Crick regular, linear, and context-free languages, respectively. In static Watson-Crick grammars, 
static Watson-Crick context-free languages have the highest computational power compared to both 
static Watson-Crick regular and linear languages. The results in this paper are useful for further research 
on the variant of static Watson-Crick grammars Watson-Crick, analysis of DNA structures, programming 
language and natural language structure. 
 
 
 

   𝐖𝐖𝐖𝐖𝐖𝐖𝐖𝐖       𝐒𝐒𝐖𝐖𝐖𝐖                                 𝐖𝐖𝐖𝐖 

  

  𝐖𝐖𝐖𝐖𝐖𝐖𝐖𝐖𝐖𝐖                                  𝐒𝐒𝐖𝐖𝐖𝐖𝐖𝐖                                𝐖𝐖𝐖𝐖𝐖𝐖                                                 

 

   𝐖𝐖𝐖𝐖𝐖𝐖𝐖𝐖𝐖𝐖          𝐒𝐒𝐖𝐖𝐖𝐖𝐖𝐖                               𝐖𝐖𝐖𝐖𝐖𝐖 
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