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Abstract 

Missing values are one of the most common issues that arise throughout the data observation or data 

recording process. Missing data is prevalent and can have a substantial impact on the inferences that 

can be formed from the data. It can cause various problems. Therefore, this research aimed to solve 

this problem using several simple methods in order to replace the missing values in the data without 

affecting the percentage of missingness. In this research, the data used is monthly data of maximum 

wind speed data from Senai, Johor that recorded from January 2009 until December 2019. The data is 

obtained from Malaysia Meteorological Department (MetMalaysia). In order to find the solution, three 

simple methods are being proposed; mean imputation, multiple imputation and linear regression to 

replace the missing values in the dataset. by using root-mean-square error (RMSE) and mean absolute 

percentage error (MAPE), the percentage of the missingness for each method are being compared. 

Linear regression is the most suitable method to use in order to impute the missing values for this data 

based on the lowest value for statistical error. 

Keywords Missing values; wind speed; mean imputation; multiple imputation; linear regression 

 

1. Introduction 

 The study of missing data began in 1960, and it has grown dramatically across numerous subject 

areas since then (Adibah, 2020). Missing values are one of the most common issues that arise 

throughout the data observation or data recording process (Pratama, 2016). Missing data, also known 

as missing values in statistics, arise when no data value for a variable in an observation is recorded. 

 Missing data is prevalent and can have a substantial impact on the inferences that can be formed 

from the data. Nonresponse can result in missing data: no information is supplied for one or more 

components or for the entire unit ("subject"). Items regarding private matters, such as wealth, are more 

likely to elicit a nonresponse than others. Attrition is a sort of missingness that can occur in longitudinal 

research, such as developmental studies, when a measurement is repeated after a given amount of 

time. Missingness happens when a person drops out before the finish of the test, leaving one or more 

measures unrecorded (“Missing data”, 2020). 

 In this, data that we use is maximum wind speed data that contained missing values and needed 

to solve. Wind speed data being used in order to solve the problems, some methods can be used but 

it will need to be test if the type of missingness mechanism will be suitable with the method that will be 

use. 

 

2. Literature Review 

 

2.1 Introduction 

 Missing values are one of the most common issues that arise throughout the data observation or 

data recording process the process of data observation or data recording. The demand of the data 

completion through the data observation for the advanced analysis becomes critical to be solved. The 

issue of missing data is inherent while performing data gathering studies. The study of missing data 

began in 1960, and it has grown dramatically across numerous subject areas since then (Adibah, 2020). 
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Typically, data is unavailable or missing owing to a variety of factors such as incorrect data entry, 

network errors, equipment malfunction, and database system issues. This problem needs to be deal 

wisely and solved carefully.  

 Missing values can be categorized into three parts (Pratama, 2016). The first part is missing 

completely at random (MCAR). For this kind, the variable is absent fully at random, with no missingness 

likelihood requirements tied to the variable itself. The second portion is missing at random (MAR), which 

means that the variable is missing at random if the likelihood of missingness is solely determined by 

available information. The third component is not missing at random (NMAR), which explains how the 

missingness probability varies based on the variable. 

 Missing values are classified into two types based on their absence. The first pattern is that the 

data are monotone absent. If we see a pattern in the missing data, we may need to restructure or 

rearrange variables or people. The second pattern is missing arbitrarily if the data may be reordered or 

rearranged to produce the obvious pattern of missingness. 

 

2.2 History of missing data 

 The author state that the research on missing data was initiated in 1960 and it grew exponentially 

across various subject areas until now. From this paper, they aim to analyze the context of missing 

data. In order to conduct research that related to data collecting, missing data is unavoidable. The 

author state that the chances of observational research to encounter this problem is almost certain and 

extra care needed in handling it 

 Several times during the past 60 years, the publishing of papers regarding missing data has 

grown dramatically, but the most dramatic increase occurred in 2016, with 446 publications compared 

to 361 in 2015. Based on the observation that, as of December 2019, publications indexed for 2020 

already total 24 articles, it is expected that further publications in the context of missing data would be 

released in 2020 (Farah Adibah et. al, 2020). 

 Furthermore, this study focuses solely on the issue of missing data, based on the title and author 

keyword used in the articles. Furthermore, the search was limited to journal articles alone, ruling out all 

other documents and source categories related to missing data. 

 

2.3 A review of missing values handling methods on time-series data 

 Several methods have been introduced to solve missing values according to its missing 

mechanism. Conventional methods such as mode and mean imputation and deletion are approaches 

that arose early in the missing values handling studies and are generally basic yet dangerous methods, 

believed to be risky since they solve one problem while introducing another (Pratama et. al, 2016). The 

second method is imputation procedures. Imputation, often known as estimation, is a process for 

dealing with missing data by replacing each missing value with a specific value. The values source 

would be different for each method. It is stated that the percentage of missingness will affect the method 

we use to solve every missing values problem (Wu et. al, 2015 and Sridevi et. al, 2011). 

 

2.4 Handling missing values in longitudinal panel data with multiple imputation 

 In the field of family research, Young et. al (2015) stated that longitudinal panel (prospective) 

survey data is commonly used. From 2010 to 2014, the Journal of Marriage and Family published 

roughly 287 quantitative and qualitative research publications (excluding theory development, research 

reviews, comments, rejoinders, and methodological innovation pieces) (JMF). 

 In this paper, the author looked at how missing data might be handled in two regression models, 

fixed effects and event history, because they are typically produced by researchers using a data 

structure where repeated observations are nested within individual records. They examined whether it 

is possible to impute both within-wave and whole-wave missingness. 

 It is turned out imputation improved estimates in the event-history analysis but only modest 

improvements in the estimates and standard errors of the fixed effects analysis. After that, they examine 

the factors that responsible for the differences in the value of imputation. 
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3. Methodology 

 

3.1 Description of the data 

 The monthly data of maximum wind speed data from Senai, Johor recorded from January 2009 

until December 2019. The data obtained is from Malaysia Meteorological Department (MetMalaysia). 

3.2 Method of missing value imputation 

 

3.2.1 Multiple imputation 

 Multiple imputation is a broad solution to the problem of missing data that is accessible in a 

number of widely used statistical tools. It seeks to account for uncertainty about missing data by 

generating numerous plausible imputed data sets and suitably integrating the findings gained from 

each of them.  

 This method uses to fill in the missing values multiple times, creating multiple “complete” 

datasets. The values those are missing are imputed based on the observed values for a specific 

individual and data relationships seen for other participants, providing that the observed variables are 

included in the imputation model.  

 In missingness mechanisms, multiple imputation can be used when data is missing totally at 

random, missing at random, and missing not at random. One of the benefits of employing multiple 

imputation is that it is versatile and may be applied to a wide range of settings. It is demonstrated that 

we may use this strategy to identify missing values in wind speed data. 

 

 

 

𝒙̅ =  
𝟏

𝑵
∑ 𝒙𝒊

𝑵

𝒊=𝟏

 

𝑥̅ = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 

𝑁 = 𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 𝑑𝑎𝑡𝑎 

𝑥𝑖 = 𝑉𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 

(1) 

 

  

3.2.2 Mean imputation 

   Mean imputation method is one of the simple methods to find the missing data in a dataset. 

The mean of the observed values for each data being compute and the missing data in the dataset 

are imputed by this value. This method maintains the sample size and easy to use, but the variability 

in the data is reduced, so it will affect the standard deviation and the variance estimates tend to be 

underestimated.  

 It is said that by using this method towards Missing Completely at Random (MCAR) type of 

data, it will lead to a severe biased estimate. It is clearly show that if the number of the missing data in 

a variable is large and these values are imputed by the sample mean, the resulting variance estimate 

will be underestimated.  

 This method being used by impute the average mean for the whole datasets and filling it into 

the missing part for each data. Another option that can be use is by impute the average of each data 

which is by calculating it by months, years or any classes of data in the datasets. Both of these 

methods will result biased analysis especially when the missing data are not MCAR. 

 

𝒙̅ =  
𝟏

𝑵
∑ 𝒙𝒊

𝑵

𝒊=𝟏

 

𝑥̅ = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 

𝑁 = 𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 𝑑𝑎𝑡𝑎 

(2) 
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𝑥𝑖 = 𝑉𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 
 

3.2.3 Linear regression 

   Linear regression is a method that being used to predict the value of a variable based on the 

value of another variable. It is an approach for modelling the relationship between a scalar response 

and one or more explanatory variables.  

 For this method, the missing values can be filled by using Excel formula. The formula that being 

used is 

 

𝒀𝒊 = 𝒇(𝑿𝒊, 𝜷) +  𝒆𝒊 

𝑌𝑖 = 𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 

𝑓 = 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

𝑋𝑖 = 𝐼𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 

𝛽 = 𝑈𝑛𝑘𝑛𝑜𝑤𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 

𝑒𝑖 = 𝐸𝑟𝑟𝑜𝑟 𝑡𝑒𝑟𝑚𝑠 
 

(3) 

  

 Linear regression usually used for determining the strength of predictors. It can be used to 

identify the strength of the effect that the independent variable(s) have on a dependent variable. 

Secondly, forecasting an effect or impact of changes. The regression analysis helps us to understand 

how much the dependent variable changes with a change in one or more independent variables. The 

last one is used for predicts trends and future values.  

 This method creates a simple model (a line) where it is easy to extrapolate or interpolate the 

missing values. It is only suited for the data that is likely to be linear. It is said that linear regression 

assumes the relationship between the independent and dependent variable is linear, so the line of 

best fit through the data points is a straight line rather than a curve.  

 Linear regression often can be used to predict the value of the dependent variable at certain 

values of the independent variable but it cannot predict the values that it outside the range of the data 

that being measured. 

 

3.3 Performance indicator 

 

3.3.1 Mean absolute error (MAE) 

 

𝑴𝑨𝑬 =  
∑ |𝒚𝒊 − 𝒙𝒊|𝒏

𝒊=𝟏

𝒏
  

𝑦
𝑖

= 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 

𝑥𝑖 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 
𝑛 = 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 

Σ = 𝑔𝑟𝑒𝑒𝑘 𝑠𝑦𝑚𝑏𝑜𝑙 𝑚𝑒𝑎𝑛𝑠 "𝑠𝑢𝑚" 

(4) 

 

3.3.2 Mean absolute percentage error (MAPE) 

 

𝑴𝑨𝑷𝑬 =  
𝟏

𝒏
(∑ |

𝒚𝒊 − 𝒙𝒊

𝒚𝒊
|

𝒏

𝒊=𝟏
× 𝟏𝟎𝟎 

𝑦
𝑖

= 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 

𝑥𝑖 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 
𝑛 = 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 

Σ = 𝑔𝑟𝑒𝑒𝑘 𝑠𝑦𝑚𝑏𝑜𝑙 𝑚𝑒𝑎𝑛𝑠 "𝑠𝑢𝑚" 

(5) 
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3.3.3 Root mean square error (RMSE) 

 

𝑹𝑴𝑺𝑬 =  √
∑ (𝒙𝒊 − 𝒚𝒊)𝟐𝒏

𝒊=𝟏

𝒏
 

𝑦
𝑖

= 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 

𝑥𝑖 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 
𝑛 = 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 

Σ = 𝑔𝑟𝑒𝑒𝑘 𝑠𝑦𝑚𝑏𝑜𝑙 𝑚𝑒𝑎𝑛𝑠 "𝑠𝑢𝑚" 

(6) 

 

4. Results and discussion 

 

 Three different types of methods with three different percentage of missing values towards the 

monthly wind speed data being used to compare which one is the best method that can be consider in 

finding missing values of the datasets. In order to find the best fit method towards the data, it is 

divided by three percentage of missingness which is 10%, 20% and 30% of missingness. 

 

 
                                          Figure 1 20% of missingness 

 

 The analysis of the results obtained from the values each of the methods impute and made in 

two directions, qualitative and quantitative. It compares the results from the original data, mean 

imputation method, multiple imputation method, and linear regression method.  

 From the graphs, we can conclude that 20% of missingness for multiple imputation is the most 

compatible among the three methods.  

 

METHOD MEAN IMPUTATION 
MULTIPLE 

IMPUTATION 
LINEAR REGRESSION 

PERCENTAGE 10% 20% 30% 10% 20% 30% 10% 20% 30% 

MAPE= 17.7197 16.6955 17.4167 16.9979 12.6623 9.5008 15.0919 13.9716 9.2331 

RMSE= 0.2542 0.4169 0.381 0.3113 0.2449 0.1925 0.292 0.2735 0.2176 

MAE= 0.2308 0.2269 0.2821 0.2308 0.1769 0.1556 0.2125 0.1992 0.154 
Table 1  Value error measures 

 

 Table 4.1 summarizes the performance results obtained from the proposed methods. There are 

two statistical indicators that being used to measure the performance of each method. These two 

indicators investigate the degree of precision. The lower the value of the indicator, the more accurate 

the predictive effect of the method 

 From Table 4.1, it is shows that the linear regression and multiple imputation compute the 

smaller error than mean imputation. From this table, we can say that there is not particular method 

that can be used to find the missing values. Instead, we can see that multiple imputation is show that 

it can be used to find the missing values in 20% missingness of the data.  
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 Linear regression also shown as the most suitable method in finding the missing values for 

smallest percentage of missingness than the other two methods in the value of error measures.  

 Based on Table 4.1, multiple imputation is shown as the most suitable method to use in finding 

the missing values towards the 20% missingness of the data as the value of all error indicator for this 

method is the smallest among three of the methods.  

 

Conclusion 

 Missing values are a common issue in the actual database. Thus, many methods have been 

used to deal with missing values. the most important thing is one should choose the appropriate 

method by determine the type of missing values that occur. It is because by using a suitable method, 

the missing values that being impute will be closest to the actual values. 

 The data that being used is a seasonal data that it is can be shown that it has a trend in the 

data. Then, this data is predictable that by imputing the missing values in here might be challenging 

due to the seasonality of the data. 

 By reduce the seasonality of the data into months, the complexity of the data can be reduced 

and a simpler method could be applied. Three simple methods being proposed for this purpose which 

is mean imputation, multiple imputation and linear regression. 

 When considering imputation of missing values, the direction of the missing values in the data 

is equally essential. It can be considered as a trend factor when the data shows a trend. From this 

study, it can be concluded that linear regression provides the best estimation of the missing values if 

the missing values are 10% and 20% and multiple imputation gives the best estimation for 20% 

missingness of the data. It is shows that the percentage of missingness should be taken into 

consideration before imputing the missing values. 

 To support the analysis results, the data being reduce into monthly data and the graph that we 

obtained show that the data is nearly to be linear. In conclusion, it is important to understand the type 

of data that being used before applying any methods to find the missing values in the data. By 

comprehending the data, the data's complexity, such as seasonality and trend effects, may be 

separated, and a simpler strategy for dealing with missing numbers can be employed. 
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