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Abstract 
Forecasting rainfall is crucial when making important decisions and conducting strategic planning. The 
management of water-related difficulties, such as those caused by extreme rainfall conditions like floods 
and droughts, among other challenges, is influenced by the ability to statistically anticipate and forecast 
rainfall (Otieno et al., 2022). The purpose of this study is to identify the best performing forecasting 
model by predicting the amount of rainfall using the most appropriate forecasting model. Two stations 
from Terengganu and Pahang were chosen as the research area and the monthly rainfall data, with the 
range from January 1980 to December 2021, were obtained from Department of Irrigation and Drainage 
Malaysia (DID) and the Department of Meteorology Malaysia. Terengganu's rainfall pattern exhibits a 
trend and seasonality for both stations, but Pahang only has one station with trend. In this study, 
Seasonal Autoregressive Integrated Moving Average (SARIMA) and Holt-Winters’ Exponential 
Smoothing method were proposed to forecast the rainfall data. The performance of the models had 
been evaluated based on performance indicator which is Root Mean Square Error (RMSE). It has been 
proven that the Holt-Winters’ Exponential Smoothing model gives a more accurate result and can be 
used to predict future rainfall. 
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1. Introduction 
 
Malaysia is known as a country having a hot climate all year round because of its proximity to the tropical. 
Peninsular Malaysia, which is in the north between Singapore and Thailand, and the two Borneo states 
of Sabah and Sarawak, which are in the south, are the two distinct regions of Malaysia. Malaysian 
Metrological Department, Ministry of Environment and Water reports that there are four seasons can be 
distinguished. For northeast monsoon, it usually will occur on early November until the end of March. 
For southwest monsoon and inter-monsoon, it usually established in the latter half of May or early June 
and ends in September and starting in late March to early May and October to mid-November 
respectively.  

 
Monsoon, mud, and flash floods are three different types of flood disasters that can happen in 

Malaysia (Wong, 2020). A major part of Malaysia, including Johor, Melaka, Pahang, Kelantan, 
Terengganu, Sabah, and Sarawak, is typically affected by monsoon flooding. The first wave of flooding 
in Terengganu happened in November 2014 after a week of heavy rain in Kuala Terengganu and the 
surrounding area caused the soil's surface to get saturated and the groundwater level to rise. Because 
of this, all low-lying regions were flooded. The road acts as a temporary drainage system and causes 
flooding in the development area when the ground water level rises and there was no effective drainage 
system to direct water to the sea. At the end of 2014, there will then be a second wave of flooding. 
Kemaman, Dungun, Kuala Terengganu, Hulu Terengganu, Besut, and Marang are the Terengganu 
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districts that have been most severely impacted (Buslima et al., 2018). 
 
Time series forecasting occurs when you make scientific predictions based on historical time 

stamped data, especially for financial trends or coming weather. Time series are important for predicting 
since they must be considered during the decision-making process. It applies in many areas, but it's 
particularly important in weather forecasting. 

 
Thus, this study is conducted to (1) model and analyse rainfall data using Seasonal 

Autoregressive Integrated Moving Average (SARIMA) and Holt-Winters’ method, (2) to propose the best 
forecasting method between best fitting model using Root Mean Square Error (RMSE) and (3) to 
forecast the changes of monthly time series rainfall pattern by forecasting using the best model chosen. 
 
2. Materials and methods 
 
2.1 Data Collection 
 
In this research, secondary data has been used for the data collection from Department of Irrigation and 
Drainage Malaysia (DID) and the Department of Meteorology Malaysia. The rainfall data used in this 
study consists of daily rainfall amounts which are then categorized as monthly rainfall data for 40 years 
from 1980 to 2021. For the evaluation process, four rainfall stations from the state of Pahang and 
Terengganu have been chosen. 

 
2.2 Seasonal Autoregressive Integrated Moving Average (SARIMA) 
 
A seasonal ARIMA model is written as SARIMA (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑚, where 𝑚 is the number of periods in 
each season. The lowercase notation part stands for the non-seasonal part of the model while the 
uppercase letters 𝑃, 𝐷, and 𝑄 stand for the seasonal ARIMA model's respective moving average (MA), 
autoregressive (AR), and differencing (I) factors (Dimri et al., 2020). 
 
The general form of the model ARIMA (𝑝, 𝑑, 𝑞) is given by 
 
                               +1 − 𝜙!𝐵 −⋯−𝜙"𝐵"1(1 − 𝐵)#𝑦$ = 𝛿 + (1 − 𝜃!𝐵 −⋯− 𝜃%𝐵%)𝑒$                          (1) 
 
Equation (1) can be written as  
 
                                                           𝜙"(𝐵)(1 − 𝐵)#𝑦$ = 𝛿 + 𝜃%(B)𝑒$                               (2) 
 
The ARIMA model can be extended to handle the seasonal components of data series. The seasonal 
ARIMA model, SARIMA (𝑝, 𝑑, 𝑞)	(𝑃, 𝐷, 𝑄)& can be defined as 
 
+1 − 𝜙!𝐵 − 𝜙!𝐵' −⋯−𝜙"𝐵"1(1 − Φ!𝐵& −Φ'𝐵'& −⋯−Φ(𝐵(&)(1 − 𝐵&))(1 − 𝐵)#𝑥$ = 𝛿 + (1 − 𝜃!𝐵 −
𝜃'𝐵' −⋯− 𝜃%𝐵%)(1 − Θ!𝐵' − Θ'𝐵'& −⋯− Θ*𝐵*&)𝜀$                                                                           (3)                                                                                                                     

 
Equation (3) can be written as 

 
                                       𝜙"(𝐵)Φ((𝐵&)(1 − 𝐵)#(1 − 𝐵&))𝑦$ = 𝛿 + 𝜃%(B)Θ*(𝐵&)𝜀$                                (4) 
where 
 

 𝜙(𝐵) : Autoregressive component of order 𝑝, 𝐴𝑅	(𝑝) 
 𝜃(𝐵) : Moving average component of order 𝑞, 𝑀𝐴	(𝑞) 

 Φ((𝐵&) : Seasonal autoregressive component of order 𝑃, 𝑆𝐴𝑅	(𝑃) 
 Θ*(𝐵&) : Seasonal moving average component of order 𝑄, 𝑆𝑀𝐴	(𝑄) 
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 (1 − 𝐵)# : Difference component of order 𝑑, 𝐼(𝑑) 
 (1 − 𝐵&)) : Seasonal difference component of order 𝐷, 𝐼(𝐷) 

 𝑆 : Seasonal period 
 
2.3 Additive Holt-Winters’ Method 
 
Exponential smoothing is a method which plays an important role in forecasting by accounting for 
fluctuations in the data. It is simple to understand and use to make decisions depending on the user's 
past assumptions, such as seasonality. Holt-Winters' models can be divided into two categories based 
on the seasonality. In this research, the additive Holt-Winters’ was used. 
 
 The Additive Holt-Winters approach takes seasonal fluctuations into account regardless of the 
level of the series; there is no pattern or hint that the seasonal pattern is affected by the amount of data. 
These are the equations applied in the additive model: 
Level : 𝐿$ = 𝛼(𝑦$ − 𝑆$+,) + (1 − 𝛼)(𝐿$+! + 𝑏$+!)   (5) 

Trend : 𝑏$ = 𝛽(𝐿$ − 𝐿$+!) + (1 − 𝛽)𝑏$+!  (6) 

Seasonal : 𝑆$ = 𝛾(𝑦$ − 𝐿$) + (1 − 𝛾)𝑆$+,  (7) 

Forecast : 𝐹$-. = 𝐿$ + 𝑏$𝑚+ 𝑆$-.+&  (8) 
where, 
• 𝛼, 𝛽	and	𝛾 are smoothing constants where 𝛼 is for level, 𝛽 is for trend and 𝛾 is for seasonal 

between 0 and 1 
• 𝑠 indicated the number of seasons for example 𝑠 = 12 for monthly data 
• 𝐿$ is level series, 𝑏$ is trend estimate and 𝑆$ is seasonality factor  

 
3. Error of Measurement 

 
3.1 Root Mean Square Error (RMSE) 
 
RMSE represents the model's overall fit to the data, or how well the observed data points match the 
values predicted by the model. According to the following formula, a good performance model should 
include the lowest possible value where 𝐹$ is forecast value, 𝑦$ is actual value in time	𝑡 and 𝑛 is size of 
sample. The error measurement is calculated using the formula as shown below: 
 

𝑅𝑀𝑆𝐸 = QR
(𝑦$ − 𝐹$)'

𝑛

/

$0!

 (9) 

 
4. Results and discussion 
 
In this section, there are two methods will be used to analyse the data set given. Firstly, the Box-Jenkins 
Algorithm is used to generate SARIMA models. Model identification, parameter estimate, diagnostic 
evaluation, and forecasting are the four processes involved. Then, the Holt-Winters’ method will be 
carried out to be the comparison with SARIMA to find the best model using error measurements in time 
series analysis. 
 
4.1 Time Series Plot 
 
The time series plot for four stations are presented in Figure 1, Figure 2, Figure 3 and Figure 4 as shown 
below. The stations in Terengganu state which are Figure 1 and Figure 2, clearly visualize the trend 
existence in this dataset. Meanwhile, the data obtained in Sg. Lembing PCCL Mill station of Pahang 
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state, Figure 3 also shows trend, yet it is hardly shown the seasonal factor. Therefore, we assume the 
data contain trend and seasonality which leads the data to be non-stationary. Nevertheless, Kg. Sg. Yap 
in Figure 4, the data indicate that no trend presence. 
 

 
Figure 1: Kg. Dura 

 
Figure 2: Al-Muktafi Billah Shah 

 

 
Figure 3: Sg. Lembing PCCL Mill 

 

 
Figure 4: Kg. Sg. Yap 

 
4.2 SARIMA Model 
 
A non-stationary monthly rainfall time series is converted to a stationary time series as the initial step in 
the development of the SARIMA model. The correlogram plot which is ACF and PACF for the data set 
on rainfall is shown below. It should be noted that even if the best SARIMA model is found, alternative 
SARIMA models with values for the parameters AR and MA that are less than those of the evaluated 
SARIMA models may still be taken into consideration (Ali, 2013). After estimating the model's 
parameters, AIC and BIC were chosen to test the optimal model. 
  

Figure 5 and Figure 6 show finalized ACF and PACF plot of two stations at Terengganu which 
are Kg. Dura and Al-Muktafi Billah Shah stations. The raw dataset of ACF revealed that the data was 
non-stationary, so the differencing is needed to find the suitable models. The data in the area have trend 
and seasonality existence so we need to difference twice. These figures are the outcomes after 
differencing for trend, d=1 and seasonality, D=1. 
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Figure 5: ACF and PACF Plot of differenced for Kg. Dura Station 

 

  
Figure 6: ACF and PACF Plot of differenced for Al-Muktafi Billah Shah Station 

 
The finished ACF and PACF plot of the Sg. Lembing PCCL Mill and Kg. Sg. Yap stations in 

Pahang are shown in Figures 7 and Figure 8. Since the ACF raw dataset showed that the data was non-
stationary, differencing is required to identify the most appropriate models. The data in the area only 
have trend existence but no seasonality shown so we need to difference once. These results were 
modified for trend, d=1 to produce these figures. 
 

  
Figure 7: ACF and PACF Plot of differenced for Sg. Lembing PCCL Mill Station 

 
 

  
Figure 8: ACF and PACF Plot of differenced for Kg. Sg. Yap Station 
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Several models were suggested based on the outcomes of the model identification charts, and the 
values for AIC and BIC were determined to penalize the models and prevent over-fitting. 
 

Table 1: AIC and BIC Values 
Station SARIMA Model AIC BIC Best Model 

Kg. Dura 
(1,1,1)(1,1,1)12 3.8972 3.9320 

(0,1,1)(0,1,1)12 
(0,1,1)(0,1,1)12 3.8932 3.9106 

Al-Muktafi 
Billah Shah 

(0,1,1)(0,1,1)12 3.9987 4.0161 
(0,1,1)(0,1,1)12 

(1,1,1)(0,1,1)12 4.0023 4.0284 

Sg. Lembing 
PCCL Mill 

(1,1,1)(1,0,1)12 3.2917 3.3266 
(0,1,1)(1,0,1)12 

(0,1,1)(1,0,1)12 3.2941 3.3202 

Kg. Sg. Yap 
(0,1,1)(0,0,1)12 2.4911 2.5085 

(0,1,1)(0,0,1)12 
(1,1,0)(0,0,2)12 2.6508 2.6769 

 
For Kg. Dura station, we found that the best model was SARIMA (0,1,1)(0,1,1)12 while the best 

SARIMA model for Al-Muktafi Billah Shah station was SARIMA (0,1,1)(0,1,1)12. Other than that, the 
model SARIMA (0,1,1)(1,0,1)12 and SARIMA (0,1,1)(0,01)12 is the most significant for Sg. Lembing 
PCCL Mill and Kg. Sg. Yap station respectively. 
 
4.3 Additive Holt-Winters’ Method 
 
In the time series plot, there are occasionally many fluctuations, although they appeared to have a 
constant amplitude throughout time. Thus, the Additive Holt-Winters approach is chosen for use. Using 
the solver tool in Microsoft Excel, the optimal set of parameters was determined. Both stations in 
Terengganu which in Figure 9 exhibit the same value for 𝛼 = 0.9938, 𝛽 = 0.0126 and 𝛾 = 0.1870. 
 

  
Figure 9: Plots of actual value and forecast value for Terengganu’s station 

 
Based on Figure 10 below, the parameters value for Sg. Lembing PCCL Mill station using Excel’s 

Solver is 𝛼 = 0.9999, 𝛽 = 0.0001 and 𝛾 = 0.1090 meanwhile for Kg. Sg. Yap station is 𝛼 = 0.9938, 𝛽 =
0.0126 and 𝛾 = 0.1870. 
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Figure 10: Plots of actual value and forecast value for Pahang’s station 

 
As can be seen in Figure 9 and Figure 10, it was noticed that the original data (blue colour in line) 

fits into and follows the trend of the forecast data (red dot colour in line). In light of the results, it may be 
concluded that the Holt-Winters model is a suitable one. 
 
4.4 Model Evaluation 
 

Table 2: Performance comparison based on RMSE value 

Station 
RMSE 

SARIMA Holt-Winters’ 
Kg. Dura 6.9755 0.0751 

Al-Muktafi Billah Shah 7.3536 0.0859 
Sg. Lembing PCCL Mill 5.0957 0.0077 

Kg. Sg. Yap 3.4178 0.0936 
 
The prediction model's accuracy increases as RMSE levels decrease. Due to its lower metric readings 
than the SARIMA model, the Holt-Winters model performed better in terms of performance. 
 
Conclusion 
 
In this research, Holt-Winters’ and SARIMA models were proposed and used to forecast the rainfall 
data. Based on the Root Mean Square Error (RMSE), the effectiveness of each model has been 
assessed. The data have been evaluated and the results show that the Holt-Winters’ model has smaller 
values of RMSE than the SARIMA model, indicating a higher level of accuracy. As a result, forecasting 
by additive Holt-Winters’ method has been carried out for the year 2022. For both stations Kg. Dura and 
Al-Muktafi Billah Shah, April is the driest month while December is the wettest. Besides, December is 
the wettest month and July is the driest month in Sg. Lembing PCCL Mill station. The Kg. Sg. Yap station 
experiences the least amount of rainfall in December meanwhile February is the driest month. For future 
research, another forecasting method is needed such as Artificial Neural Network (ANN) because it was 
a popular choice among researchers and also able to get more accurate forecasting.  
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