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Abstract 
This research aims to develop a mathematical model for wastewater treatment using the oxidation 

pond technique. The model is derived from published literature, and parameters are estimated. 

Simulated data values are obtained for seven variables. The research also focuses on reducing the 

cost of sustaining wastewater treatment technology in Malaysia by analyzing and forecasting system 

variables and parameters. The mathematical models, based on differential equations, explain the real 

system and mechanisms. Parameter estimation is successfully implemented, and the least value of the 

objective function is interpreted. Three variables (Temperature of River, Concentration of Chemical 

Oxygen Demand, Concentration of Dissolved Oxygen) show highly accurate forecasting, while two 

variables (Concentration of Microbes, Concentration of Nitrogen) have somewhat good forecasting 

based on Mean Absolute Percentage Error (MAPE). Additional factors, such as light presence and the 

impact of microalgae development, should be included in future studies. 

Keywords: Wastewater treatment; Oxidation Pond; Mathematical model; Parameter estimation; 
Forecasting  

 
Introduction 

Water is a necessary chemical molecule composed of hydrogen and oxygen atoms. It exists in a 

variety of forms and is essential to the human body and the Earth's surface. However, unpredictable 

weather patterns and global warming have caused rivers all around the world to dry up. Water pollution 

and poor sanitation have also been related to disease transmission (World Health Organization, 2022). 

Access to safe drinking water is critical for good hygiene and general health. 

 The water we drink originates from lakes, rivers, and subterranean sources. This water becomes 

wastewater once it has been drunk and contaminated (Amit Sonune, 2004). Previously, cholera 

epidemics in England were linked to polluted well water, necessitating the creation of centralized 

sewage treatment plants (Ambulkar, 2022). These plants use physical, biological, and chemical 

methods to remove contaminants from water before returning it to the environment. 

 The goal of wastewater treatment is to remove suspended particles before releasing the treated 

water, known as effluent, back into the environment. Sewage treatment plants, industrial wastewater 

treatment plants, agricultural wastewater treatment plants, and leachate treatment plants are the four 

types of treatment facilities. Each is concerned with a distinct form of trash. Traditional wastewater 

treatment consists of three stages: primary, secondary, and tertiary treatment. Primary treatment 

includes removing solid waste from water, whereas secondary treatment purifies the water using 

biological and chemical methods. Tertiary treatment, often known as polishing, eliminates further 

contaminants from the water supply. This research focuses on secondary wastewater treatment, which 

uses oxidation mechanisms to cleanse water. 

 

Materials and methods 
Existing Mathematical Model 

Based on (Amir Hamzah, 2015), a basic mathematical model that includes four variables, Microbes 
M(t), PSB P(t), DO D(t) and COD C(t) were developed 

 

𝑑𝑀(𝑡)

𝑑𝑡
= 𝑀(𝑡)[𝑐0 − 𝑐1𝑀(𝑡) − 𝑐2𝑃(𝑡)] +

𝑐3𝐷(𝑡)𝑀(𝑡)

𝐷(𝑡) + 𝑐4
+
𝑣𝑖𝑛𝑀0(𝑡)

𝑣𝑟
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𝑑𝑃(𝑡)

𝑑𝑡
= 𝑃(𝑡)[𝑐5 − 𝑐6𝑃(𝑡) − 𝑐7𝑀(𝑡)] +

𝑐8𝐷(𝑡)𝑃(𝑡)

𝐷(𝑡) + 𝑐9
+
𝑝𝑐10𝑣𝑖𝑛𝑈(𝑡)

𝑣𝑟
 

𝑑𝐶(𝑡)

𝑑𝑡
= −𝑐11𝐶(𝑡) − 𝑐14𝑃(𝑡)𝐶(𝑡) −

𝑐15𝐷(𝑡)𝐶(𝑡)

𝐶(𝑡) + 𝑐16
+
𝑣𝑖𝑛𝐶0(𝑡)

𝑣𝑟
 

𝑑𝐷(𝑡)

𝑑𝑡
= 𝑐17[𝐷𝑠 − 𝐷(𝑡)] − 𝑐18𝐷(𝑡)𝑃(𝑡) − 𝑐19𝐷(𝑡)𝑀(𝑡) − 𝑐20𝐷(𝑡)𝐶(𝑡) +

𝑣𝑖𝑛𝐷0(𝑡)

𝑣𝑟
 

 

where 

𝑀(𝑡) - Concentration of Microbes in river 

𝑣𝑖𝑛 - Average amount of sewage coming in  

𝑣𝑟 - Volume of river 

𝑀0 - Concentration of microbes in untreated river water (initial point) 

𝑃(𝑡) - Concentration of PSB in river 

p - Concentration of PSB in 1L of U 

𝑈(𝑡) - Amount of product (e.g., mPHO) containing PSB used in the river water 

𝐶(𝑡) - Concentration of COD (chemical oxygen demand) 

𝐷(𝑡) - Concentration of DO (dissolved oxygen) 

𝐷𝑠 - Concentration of saturated oxygen 

𝐷0 - Concentration of COD in untreated river water (initial) 

𝑐𝑖 - constants (calculated by parameter fitting-based experiment data in 
treated river water) where  𝑖 = 0, 1, 2, … , 20 

 

The Saturated oxygen, 𝐷𝑠, is estimated based on the method of Elmore and Hayes as cited in (Ranjith 
Shepur, 2019) 

 

𝐷𝑠 = 14.652 − 0.41022𝑇 + 0.007991𝑇
2 − 0.000077774𝑇3 

 

where T is temperature. 

 

Monod Equation & Modified Mathematical Model 

Monod equation in general is a mathematical model for growth of microorganism where the empirical 
equation is 

𝜇 = 𝜇𝑚𝑎𝑥
[𝑆]

𝐾𝑠 + [𝑆]
 

where 

𝜇 - growth rate of a considered microorganism 

𝜇𝑚𝑎𝑥 - maximum growth rate of this microorganism 

𝐾𝑠 - half velocity constant  

[S] - concentration of the limiting substrate S for growth 

 

Referring to (Fauzi, 2021), a modified mathematical model from the existing model with the 

combination of Monod equation in 
𝑑𝐶(𝑡)

𝑑𝑡
 and 

𝑑𝐷(𝑡)

𝑑𝑡
equations, a modified mathematical model is obtained. 

 

𝑑𝑀(𝑡)

𝑑𝑡
= 𝑀(𝑡)[𝑐0 − 𝑐1𝑀(𝑡) − 𝑐2𝑃(𝑡)] +

𝑐3𝐷(𝑡)𝑀(𝑡)

𝐷(𝑡) + 𝑐4
+
𝑣𝑖𝑛𝑀0(𝑡)

𝑣𝑟
 

𝑑𝑃(𝑡)

𝑑𝑡
= 𝑃(𝑡)[𝑐5 − 𝑐6𝑃(𝑡) − 𝑐7𝑀(𝑡)] +

𝑐8𝐷(𝑡)𝑃(𝑡)

𝐷(𝑡) + 𝑐9
+
𝑝𝑐10𝑣𝑖𝑛𝑈(𝑡)

𝑣𝑟
 

𝑑𝐶(𝑡)

𝑑𝑡
= −𝑐11𝐶(𝑡)

𝑐12
𝑐13 + 𝐶(𝑡)

− 𝑐14𝑃(𝑡)𝐶(𝑡) −
𝑐15𝐷(𝑡)𝐶(𝑡)

𝐶(𝑡) + 𝑐16

𝑐12
𝑐13 + 𝐶(𝑡)

+
𝑣𝑖𝑛𝐶0(𝑡)

𝑣𝑟
 

𝑑𝐷(𝑡)

𝑑𝑡
= 𝑐17[𝐷𝑠 − 𝐷(𝑡)] − 𝑐18𝐷(𝑡)𝑃(𝑡) − 𝑐19𝐷(𝑡)𝑀(𝑡) − 𝑐20𝐷(𝑡)𝐶(𝑡)

𝑐12
𝑐13 + 𝐶(𝑡)

+
𝑣𝑖𝑛𝐷0(𝑡)

𝑣𝑟
 

 

Ammonium & Nitrate Equations 

Based on (Mona Radwan, 2001), two equations are added in order to take into account of the 

presence of ammonium and nitrate in the river wate with a modification of introducing a new unknown 

parameter, 𝑐21, in the equations in order to obtain a more optimal equation based on the data obtained. 
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𝑑𝐴(𝑡)

𝑑𝑡
= 𝑐21[−𝑘𝑛𝐴(𝑡)𝑥𝑛

𝑇(𝑡)−20 + 𝑦𝑔𝑘𝑔𝐵(𝑡)𝑥𝑔
𝑇(𝑡)−20] 

𝑑𝑁(𝑡)

𝑑𝑡
= 𝑐21[𝑘𝑛𝐴(𝑡)𝑥𝑛

𝑇(𝑡)−20 − 𝑘𝑛𝑁(𝑡)𝑥𝑑
𝑇(𝑡)−20] 

 

where 

𝐴(𝑡) - Concentration of ammonium 

𝑘𝑛 - Nitrification rate 20℃ per day = 0.54 

𝑥𝑛 - Arrhenius temperature coefficient of nitrification process = 1.13 

𝑦𝑔 - Nitrogen content in organic matter = 0.29 

𝑘𝑑 - Denitrification rate per day = 1 

𝐵(𝑡) - Concentration of biological oxygen demand 

𝑥𝑔 - Arrhenius temperature coefficient of degradation process = 1.024 

𝑁(𝑡) - Concentration of nitrate 

𝑘𝑔 - Degradation rate of organic matter at 20℃ per day = 0.5 

𝑥𝑑 - Arrhenius temperature coefficient of denitrification process = 1.16 

 

Temperature Equation 

Additionally, based on (Ranjith Shepur, 2019) a new variable, temperature, equation is added and 
modified 

𝑑𝑇(𝑡)

𝑑𝑡
= −𝑘𝑇(𝑇(𝑡) − 𝑇𝑎𝑖𝑟) 

since first-order rate coefficient for temperature, 𝑘𝑇, is inversely proportional to water depth, 𝑘𝑇 =

𝑐2𝐻−𝑐∗
2
, where c and c* are the unknown constants that will be determined using parameter 

estimation. 

 

Refined Mathematical Model 

The refined mathematical model that is presented here is the result of the modifications that were done 
to the model in the sense of the incorporation of three new variables, 𝑇(𝑡), 𝐴(𝑡) and 𝑁(𝑡), the 
temperature of river, ammonium concentration and nitrate concentration in the river water, and 
performing a slight modification to the equations such as introducing new parameters. Moreover, the 
modifications too took place by adding in several equations from the different published literatures 
according to its suitability. 

𝑑𝑇(𝑡)

𝑑𝑡
= −𝑐21

2 𝐻−(𝑐22)
2
[𝑇(𝑡) − 𝑇𝑎𝑖𝑟] 

(1) 

𝑑𝑀(𝑡)

𝑑𝑡
= 𝑀(𝑡)[𝑐0 − 𝑐1𝑀(𝑡) − 𝑐2𝑃(𝑡)] +

𝑐3𝐷(𝑡)𝑀(𝑡)

𝐷(𝑡) + 𝑐4
+
𝑣𝑖𝑛𝑀0(𝑡)

𝑣𝑟
 

(2) 

𝑑𝑃(𝑡)

𝑑𝑡
= 𝑃(𝑡)[𝑐5 − 𝑐6𝑃(𝑡) − 𝑐7𝑀(𝑡)] +

𝑐8𝐷(𝑡)𝑃(𝑡)

𝐷(𝑡) + 𝑐9
+
𝑐10𝑣𝑖𝑛𝑝𝑈(𝑡)

𝑣𝑟
 

(3) 

𝑑𝐶(𝑡)

𝑑𝑡
= −𝑐11𝐶(𝑡) (

𝑐12
𝑐13 + 𝐶(𝑡)

) − 𝑐14𝑃(𝑡)𝐶(𝑡) +
𝑐15𝐶(𝑡)𝐷(𝑡)

𝐶(𝑡) + 𝑐16
(

𝑐12
𝑐13 + 𝐶(𝑡)

)

+
𝑣𝑖𝑛𝐶0(𝑡)

𝑣𝑟
 

(4) 

𝑑𝐷(𝑡)

𝑑𝑡
= 𝑐17[𝐷𝑠 − 𝐷(𝑡)] − 𝑐19𝐷(𝑡)𝑀(𝑡) − 𝑐18𝐷(𝑡)𝑃(𝑡) +

𝑣𝑖𝑛𝐷0(𝑡)

𝑣𝑟

+ 𝑐20𝐷(𝑡)𝐶(𝑡) (
𝑐12

𝑐13 + 𝐶(𝑡)
) 

(5) 

𝑑𝐴(𝑡)

𝑑𝑡
= 𝑐23[−𝑘𝑛𝐴(𝑡)𝑧𝑛

𝑇(𝑡)−20 + 𝑦𝑔𝑘𝑔𝐵(𝑡)𝑧𝑔
𝑇(𝑡)−20] 

(6) 

𝑑𝑁(𝑡)

𝑑𝑡
= 𝑐23[𝑘𝑛𝐴(𝑡)𝑧𝑛

𝑇(𝑡)−20 − 𝑘𝑛𝑁(𝑡)𝑧𝑑
𝑇(𝑡)−20] 

(7) 

where 

𝑇(𝑡) - Temperature of River 

𝑀(𝑡) - Concentration of Microbes in River 

𝑃(𝑡) - Concentration of PSB in River 

𝐶(𝑡) - Concentration of COD 

𝐷(𝑡) - Concentration of DO 

𝐴(𝑡) - Concentration of Ammonium 
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𝑁(𝑡) - Concentration of Nitrate 

𝑈(𝑡) - Amount of product, mPHO, containing PSB used in the 

river water 

𝐵(𝑡) - Concentration of BOD 

H - Depth of Water = 30 

𝑇𝑎𝑖𝑟  - Temperature of Air = 20 

𝑣𝑖𝑛 - Average amount of sewage coming in river = 1 

𝑣𝑟 - Volume of River = 1 

𝑀0(𝑡) - Concentration of Microbe in Untreated River Water (Initial of 𝑀(𝑡)) 

p - Concentration of PSB in 1L of mPHO, U(t) = 1 

𝐶0(𝑡) - Concentration of COD in Untreated River Water (Initial of 𝐶(𝑡)) 

𝐷𝑠 - Concentration of Saturated Oxygen = 14.652 − 0.41022𝑇 + 0.007991𝑇2 −
0.000077774𝑇3 

𝐷0(𝑡) - Concentration of DO in Untreated River Water (Initial of D(𝑡)) 

𝑘𝑛 - Nitrification Rate 20℃ per day = 0.54 

𝑘𝑔 - Degradation rate of organic matter at 20℃ per day = 0.5 

𝑘𝑑 - Denitrification rate per day = 1 

𝑧𝑛 - Arrhenius temperature coefficient of nitrification process = 1.13 

𝑧𝑔 - Arrhenius temperature coefficient of degradation process = 1.024 

𝑧𝑑 - Arrhenius temperature coefficient of denitrification process = 1.16 

𝑦𝑔 - Nitrogen content in organic matter = 0.29 

𝑡 - Time, 0 ≤ 𝑡 ≤ 70 

𝑐𝑖  - Constants (calculated by parameter fitting-based experiment data  

in treated river water) where 𝑖 = 0,1, … ,23 

 

Conversion of ODE System to Matrix Form 

In order to simplify the ODE system, first 𝑤𝑖 are introduced where 𝑖 = 0,1,2,3,4,5,6 to replace all the 
seven variables, 𝑇(𝑡),𝑀(𝑡), 𝐶(𝑡), 𝐷(𝑡), 𝐴(𝑡) and 𝑁(𝑡).  

Therefore, letting [𝑤] =

[
 
 
 
 
 
 
𝑤0
𝑤1
𝑤2
𝑤3
𝑤4
𝑤5
𝑤6]
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
𝑇(𝑡)

𝑀(𝑡)

𝑃(𝑡)
𝐶(𝑡)

𝐷(𝑡)

𝐴(𝑡)

𝑁(𝑡)]
 
 
 
 
 
 
 

    

From equation 1, 2, 3, 4, 5, 6 and 7, isolating 
𝑑

𝑑𝑡
[𝑤𝑖] from RHS to the LHS, 

𝑑𝑇(𝑡)

𝑑𝑡
= −𝑐21

2 𝐻−(𝑐22)
2
[𝑇(𝑡) − 𝑇𝑎𝑖𝑟] 

(1a) 

𝑑𝑀(𝑡)

𝑑𝑡
= 𝑀(𝑡)[𝑐0 − 𝑐1𝑀(𝑡) − 𝑐2𝑃(𝑡)] +

𝑐3𝐷(𝑡)𝑀(𝑡)

𝐷(𝑡) + 𝑐4
+
𝑣𝑖𝑛𝑀0(𝑡)

𝑣𝑟
 

(2a) 

𝑑𝑃(𝑡)

𝑑𝑡
= 𝑃(𝑡)[𝑐5 − 𝑐6𝑃(𝑡) − 𝑐7𝑀(𝑡)] +

𝑐8𝐷(𝑡)𝑃(𝑡)

𝐷(𝑡) + 𝑐9
+
𝑐10𝑣𝑖𝑛𝑝𝑈(𝑡)

𝑣𝑟
 

(3a) 

𝑑𝐶(𝑡)

𝑑𝑡
= −𝑐11𝐶(𝑡) (

𝑐12
𝑐13 + 𝐶(𝑡)

) − 𝑐14𝑃(𝑡)𝐶(𝑡) +
𝑐15𝐶(𝑡)𝐷(𝑡)

𝐶(𝑡) + 𝑐16
(

𝑐12
𝑐13 + 𝐶(𝑡)

)

+
𝑣𝑖𝑛𝐶0(𝑡)

𝑣𝑟
 

(4a) 

𝑑𝐷(𝑡)

𝑑𝑡
+
𝑑𝐴(𝑡)

𝑑𝑡
= 𝑐17[𝐷𝑠 − 𝐷(𝑡)] − 𝑐19𝐷(𝑡)𝑀(𝑡) 

− 𝑐18𝐷(𝑡)𝑃(𝑡) +
𝑣𝑖𝑛𝐷0(𝑡)

𝑣𝑟
+ 𝑐20𝐷(𝑡)𝐶(𝑡) (

𝑐12
𝑐13 + 𝐶(𝑡)

) 

(5a) 

𝑑𝐴(𝑡)

𝑑𝑡
= 𝑐23[−𝑘𝑛𝐴(𝑡)𝑧𝑛

𝑇(𝑡)−20 + 𝑦𝑔𝑘𝑔𝐵(𝑡)𝑧𝑔
𝑇(𝑡)−20] 

(6a) 

𝑑𝑁(𝑡)

𝑑𝑡
= 𝑐23[𝑘𝑛𝐴(𝑡)𝑧𝑛

𝑇(𝑡)−20 − 𝑘𝑛𝑁(𝑡)𝑧𝑑
𝑇(𝑡)−20] 

(7a) 

 

 

Representing the equations above in terms of 𝑤𝑖 and matrix form,  
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𝑑

𝑑𝑡

[
 
 
 
 
 
 
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1]

 
 
 
 
 
 

  

[
 
 
 
 
 
 
𝑤0
𝑤1
𝑤2
𝑤3
𝑤4
𝑤5
𝑤6]
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
 
 
 
 
 −(𝑐21)

2𝐻−(𝑐22)
2
[𝑤0 − 𝑇𝑎𝑖𝑟]

𝑤1[𝑐0 − 𝑐1𝑤1 − 𝑐2𝑤2] +
𝑐3𝑤4𝑤1
𝑤4 + 𝑐4

+
𝑣𝑖𝑛𝑀0(𝑡)

𝑣𝑟

𝑤2[𝑐5 − 𝑐6𝑤2 − 𝑐7𝑤1] +
𝑐8𝑤4𝑤2
𝑤4 + 𝑐9

+
𝑝𝑐10𝑣𝑖𝑛𝑈(𝑡)

𝑣𝑟

−𝑐11𝑤3
𝑐12

𝑐13 + 𝑤3
− 𝑐14𝑤2𝑤3 −

𝑐15𝑤4𝑤3
𝑤3 + 𝑐16

𝑐12
𝑐13 +𝑤3

+
𝑣𝑖𝑛𝐶0(𝑡)

𝑣𝑟

𝑐17[𝐷𝑠 −𝑤4] − 𝑐18𝑤4𝑤2 − 𝑐19𝑤4𝑤1 − 𝑐20𝑤4𝑤3
𝑐12

𝑐13 + 𝑤3
+
𝑣𝑖𝑛𝐷0(𝑡)

𝑣𝑟

𝑐23[−𝑘𝑛𝑤5𝑧𝑛
𝑤0−20 + 𝑦𝑔𝑘𝑔𝐵(𝑡)𝑧𝑔

𝑤0−20]

𝑐23[𝑘𝑛𝑤5𝑧𝑛
𝑤0−20 − 𝑘𝑛𝑤6𝑧𝑑

𝑤0−20] ]
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Letting 𝐿 =

[
 
 
 
 
 
 
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1]

 
 
 
 
 
 

  and all the equation on the RHS as 𝑓𝑖 where 𝑖 = 0,1, … ,6 

𝑑

𝑑𝑡
𝐿  

[
 
 
 
 
 
 
𝑤0
𝑤1
𝑤2
𝑤3
𝑤4
𝑤5
𝑤6]
 
 
 
 
 
 

=

[
 
 
 
 
 
 
𝑓0
𝑓1
𝑓2
𝑓3
𝑓4
𝑓5
𝑓6]
 
 
 
 
 
 

 

Multiplying 𝐿−1 both sides since 𝐿−1𝐿 = 𝐼, 

𝑑

𝑑𝑡
 

[
 
 
 
 
 
 
𝑤0
𝑤1
𝑤2
𝑤3
𝑤4
𝑤5
𝑤6]
 
 
 
 
 
 

= 𝐿−1

[
 
 
 
 
 
 
𝑓0
𝑓1
𝑓2
𝑓3
𝑓4
𝑓5
𝑓6]
 
 
 
 
 
 

 (8) 

Obtaining the inverse of L, 𝐿−1, using Elementary Row Operation method, 

starting with 𝐿−1 = (𝐼|𝐿) reducing until 𝐿−1 = (𝐿|𝐼) in which the L will become 𝐿−1 

𝐿−1 =

(

 
 
 
 

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

|

|

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1)

 
 
 
 

 

−𝑅6+𝑅5
→     

(

 
 
 
 

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 −1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

|

|

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1)

 
 
 
 

 

Therefore, 𝐿−1 =

(

 
 
 
 

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 −1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1)

 
 
 
 

 

Substituting 𝐿−1 into 8, 
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𝑑

𝑑𝑡
 

[
 
 
 
 
 
 
𝑤0
𝑤1
𝑤2
𝑤3
𝑤4
𝑤5
𝑤6]
 
 
 
 
 
 

=

(

 
 
 
 

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 −1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1)

 
 
 
 

[
 
 
 
 
 
 
𝑓0
𝑓1
𝑓2
𝑓3
𝑓4
𝑓5
𝑓6]
 
 
 
 
 
 

 

Solving it,  

𝑑

𝑑𝑡

[
 
 
 
 
 
 
𝑤0
𝑤1
𝑤2
𝑤3
𝑤4
𝑤5
𝑤6]
 
 
 
 
 
 

=

[
 
 
 
 
 
 
𝑓0
𝑓1
𝑓2
𝑓3

𝑓4 − 𝑓5
𝑓5
𝑓6 ]

 
 
 
 
 
 

 (9) 

Here, finally equation 9 is the ODE system that were converted to matrix system which will then be 
used to in parameter estimation, minimization. 

 

Digitalization of Published Data 

To ensure that the estimated parameters are in sync with real life situation, it is crucial to incorporate 
real life data instead of pseudo data. Thus, parameter fitting was done to the graphs found in several 
scientific articles in order to obtain the experiment data. The steps below explain the whole process of 
parameter fitting. 

 

step 1: Save a screenshot of the graph found from any of the article online in jpeg format 

 

step 2: Open the picture using paint application. Obtain the pixel point of the starting and end point of 
the x and y-axis of the graph. Section the graphs into suitable section if too much noise exists. 

 

For example, in the graph below the pixel coordinates for 18mg/l is 113, 38px, 0 hours and 0 mg/l are 
113, 344px and finally for 20 000 hours is 693, 344px. Moreover, since the graph has quite a number of 
noises, it was sectioned into 4 sections which are indicated according to the green, blue and pink line 
where the first section is the points before the green line, second section is the points that lies in 
between the green and blue lines, third section is the points that lies in between the blue and pink lines 
and the fourth section is the points that lies on the RHS of the pink line.  

Figure 1 Concentration of Nitrogen, N(t), found from Published Literature 

 

step 3: Perform two matrix multiplication for x-axis and y-axis to obtain the equation that converts the 
pixel coordinates to cartesian coordinates where,  

 

𝑥0 = 113 pixel, 𝑦0 = 344 pixel, 𝑥𝑛 = 693 pixel, 𝑦𝑛 = 38 pixel, 

 

For y-coordinate: 
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(
1 38
1 344

) (
𝑦𝑛
𝑦0
) = (

18
0
) 

For x-coordinate: 

(
113 1
693 1

) (
𝑥0
𝑥𝑛
) = (

0
20000

) 

 

Solving for (
𝑦𝑛
𝑦0
) and (

𝑥0
𝑥𝑛
) would result in obtaining two equations  

equation 1: 𝑦𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 = 𝑦𝑛 − 𝑦0(𝑦𝑝𝑖𝑥𝑒𝑙 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒)   

equation 2: 𝑥𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 = 𝑥0(𝑥𝑝𝑖𝑥𝑒𝑙 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒) − 𝑥𝑛 

 

step 4: Obtain needed pixel coordinates to recreate a similar line graph with the article obtained online 
and finally convert the pixel coordinates to cartesian coordinates using the 2 equations obtained in the 
end of step 3. 

 

Using Microsoft Excel, all of the data are collected from substituting the 𝑥𝑝𝑖𝑥𝑒𝑙 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 and 

𝑦𝑝𝑖𝑥𝑒𝑙 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 into equation 1 and 2. Then the data is plotted into scatter plot graph where the line of 

best fit which is known as the trendline in Microsoft Excel is added to obtain an equation that could 
show the pattern of the data. Here, for the graphs that were sectioned, several equations could be 
obtained which would finally will build a piecewise function. 

 

Positive Values Interpolation Technique 

While performing the parameter fitting, some of the data plotted were observed to produce trendline 
equation that are partly negative. One of the examples of a similar situation is shown in the image 
below where it could be observed that part of the trendline provides a negative y value.  

 
Figure 2 Graph of Concentration of PSB, P(t), the Actual Data 

 

In order to prevent from obtaining a negative value, mathematical optimization was performed 
using Python’s code and SciPy library in which the mathematical theory is basically the fitting of 
experiment values found through digitalization of published data. 

Minimize  

𝑜𝑏𝑗(𝑎0, 𝑎1, 𝑎2, 𝑎3) =∑|(𝑎0 + 𝑎1𝑥𝑔(𝑖) + 𝑎2𝑥𝑔(𝑖)
2 + 𝑎3𝑥𝑔(𝑖)

3) − 𝑦𝑔(𝑖)|
2

𝑗

𝑖=1

 

where 

𝑎0, 𝑎1, 𝑎2 𝑎𝑛𝑑 𝑎3 – unknown constants that is fitted 

𝑥𝑔(𝑖) – experiment values of x 

𝑦𝑔(𝑖) – experiment values of y 

 

The code specifically fits a polynomial curve to a set of data points found in (Graeme Wake, et 
al., 2014) using least square method subject to a constraint on the coefficients of the polynomial. The 
algorithm is as stated as below 

 

y = -4E-12x4 + 1E-10x3 + 1E-08x2 - 3E-07x + 1E-06

-0.000005

0

0.000005

0.00001

0.000015

0.00002

0.000025

0.00003

0.000035

0 10 20 30 40 50 60 70 80

part of the trendline that has negative y values 
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step 1:  Import NumPy and SciPy libraries. 

step 2: Define two arrays, 𝑥𝑔 and 𝑦𝑔 that consists of ten 𝑥 and 𝑦 data points respectively. 

step 3: Define a fourth-degree polynomial function ‘poly’, 𝑎0 + 𝑎1𝑥 + 𝑎2𝑥
2 + 𝑎3𝑥

3. 

step 4:  Define the objective function, ‘obj’, that returns the squared error between data points and 
polynomial curve, ‘poly’, and input coefficients, ‘coeff’. 

step 5:  Define a function, ‘ineqf’, that returns coefficient of polynomial. 

step 6:  Inequality constraint, ‘ineq-const’, is defined on ‘ineqf’ function to impose a constraint on 
coefficient of polynomial whose 𝑖𝑛𝑒𝑞𝑓(𝑎) ≥ 0. 

step 7: Optimization is performed using minimize function. ‘Obj’ minimized with subject to ‘ineq-const’ 
using SLSQP method. 

 

Finally, a function that displays the graph as shown below is obtained. 

 

Figure 3 Positive Value Graph of Concentration of PSB, P(t) 

 

Parameter Estimation  

The unknown constants presented in the mathematical model, 𝑐𝑖, known as the parameters of the 

model in the finalized modified mathematical model are obtained using parameter estimation via 

Python coding. The optimal values of the parameters are calculated using a parameter fitting approach, 

derivative-free optimization algorithm, after acquiring the tested data values from published literatures, 

(John R. Ockendon, 2014) and (Mona Radwan, 2001).  Following this, an objective function that 

calculates the error between the actual and simulated data values is introduced and minimized with 

subject to the mathematical model in 3.6 using python's integrated Sequential Least Square 

Programming (SLSQP) method of solving the minimization introduced providing the least error value 

along with the optimal values of the parameters. The objective function is as shown below in which 

𝑇(𝑡),𝑀(𝑡), 𝑃(𝑡), 𝐷(𝑡) 𝑎𝑛𝑑 𝐶(𝑡) is the simulated values whereas 𝑇∗(𝑡),𝑀∗(𝑡), 𝑃∗(𝑡), 𝐷∗(𝑡) 𝑎𝑛𝑑 𝐶∗(𝑡) are 

the actual values obtained from the experimented data values in the published literatures. 

 

𝑓(𝑐0, 𝑐1, … , 𝑐22) 

=∑|𝑇(𝑡𝑖) − 𝑇
∗(𝑡𝑖)|

2

𝑗

𝑖=1

+∑|𝑀(𝑡𝑖) − 𝑀
∗(𝑡𝑖)|

2

𝑗

𝑖=1

+∑|𝑃(𝑡𝑖) − 𝑃
∗(𝑡𝑖)|

2

𝑗

𝑖=1

+∑|𝐷(𝑡𝑖) − 𝐷
∗(𝑡𝑖)|

2

𝑗

𝑖=1

+∑|𝐶(𝑡𝑖) − 𝐶
∗(𝑡𝑖)|

2

𝑗

𝑖=1

 

where 

𝑇∗(𝑡𝑖) – temperature of river water measured at point of effluent 

𝑀∗(𝑡𝑖) – concentration of microbes at point of effluent 

𝑃∗(𝑡𝑖) – concentration of PSB at point of effluent 

𝐷∗(𝑡𝑖) – concentration of DO at point of effluent 

𝐶∗(𝑡𝑖) – concentration of COD at point of effluent 

 

Simulation of Data Values 

Based on the optimal values of the parameters that are estimated based on 3.10., simulated data 
values for all the seven variables are computed using the python coding by solving the mathematical 
model which is a system of differential equations using LSODA from FOTRAN library odepack. LSODA 
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is one of the solving methods which automatically switched from the nonstiff method, Adams Method, 
to either remaining to the nonstiff method or to stiff method, Backward Difference Formula (BDF). 
(Millman, n.d.) Stiffness here refers to the difficulty of solving an equation numerically. Since, the model 
or the system of differential equations presented in 3.6 could be concluded to be stiff as it seems too 
complex to solve, the method of solving that is used in order to obtain the simulated data values is the 
Backward Difference Formula (BDF). BDF basically is a method that is often used to solve the ODE 
problems that are stiff in which the solution changes rapidly. BDF method approximates the derivative 
of a function by comparing its current value with a previous value and the formula is as shown below. 
(Numerical Differentiation) 

𝑑𝑓

𝑑𝑡
=
𝑓(𝑡) − 𝑓(𝑡 − ∆𝑡)

∆𝑡
 

 

MAPE Values Calculation and Interpretations 

Finally, after estimating the parameters and obtaining the simulated data values, an error analysis was 
performed. In this research, the calculation of Mean Absolute Percentage Error, MAPE, are used to 
evaluate the accuracy of the simulated data values for each variable, T(t), P(t), M(t), C(t), D(t), A(t), 
N(t). The formula for the MAPE value calculation of one of the variables for an instance A(t) is as stated 
below. 

𝑀𝐴𝑃𝐸 =
100%

𝑛
∑|

 𝐴∗(𝑡) − 𝐴(𝑡)

 𝐴∗(𝑡)
|

𝑛

1

 

where n is total number of data, 𝐴∗(𝑡) is Actual data and 𝐴(𝑡) is Simulated data 

Based on the MAPE values calculated, a conclusion on the accuracy of the simulated data for each 
variable were concluded based on (Montaño, 2013) which is presented in table 1. 

Table 1: MAPE Values’ Conclusion 

 

 

 

 
 
 
 

Results and discussion 

Using the experiment data values, the simulated data values is obtained through the substitution of 

the parameters estimated numerically.  An error analysis is then performed with the experiment 

values and the simulated values by computing the percent error and finally obtaining the Mean 

Absolute Percentage Error (MAPE). In figure 4 the plotted graph of the comparison between the 

actual value with the simulated value and the percent error for all the seven variables in table 2 are 

presented and finally the estimated parameters are presented in table 3. 

Based on interpretation of typical MAPE values presented in (Montaño, 2013) and table 2, the 

simulated data for the variable T(t), C(t) and D(t) are highly accurate forecasting as the MAPE value is 

less than 10%, 0.37%, 0.34% and 6.38% respectively. The simulated values that are obtained for N(t) 

and M(t) is considered as a good forecasting as the MAPE value is 10.64% and 20.03% respectively 

which is in the interval of 10 to 20%. The simulated values for P(t) and A(t) are however seemed to 

have inaccurate forecasting as the MAPE values obtained is more than 50% which is 9663.67.83% 

and 85.40% respectively. Based on this error analysis it could be clearly be observed that T(t) has the 

best forecasting and P(t) has the worst forecasting compared to the simulated values obtained.  

 

MAPE Value Conclusion 

Less than 10% Very Accurate Forecast 

10 – 20% Good Forecast 

20 – 50% Fair Forecast 

More than 50% Inaccurate Forecast 
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Figure 4 Comparison graphs of actual data and simulated data versus time for (a) 

Temperature of River, T(t), (b) Concentration of Microbes, M(t), (c) Concentration 

of PSB, P(t), (d) Concentration of COD, C(t), (e) Concentration of DO, D(t), (f) 

Concentration of Ammonium, A(t) and (g) Concentration of Nitrate, N(t) 

 
Table 2: MAPE Values for 7 variables. 

Variables MAPE Values (%) 

T(t) 0.37 

M(t) 20.03 

P(t) 9663.67 

C(t) 0.34 

D(t) 6.38 

A(t) 85.40 

N(t) 10.64 

 
 
 

Table 3: Estimated values of the parameters 

 
Conclusion 
The primary goals of this research are to modify mathematical models derived from various published 

literatures, estimate model parameters, and obtain simulated data values for all variables considered, 

which in this case would be seven variables. Following that, by the end of the research, all three 

objectives had been met. In terms of obtaining the optimum value of the model's parameter, parameter 

estimation was successful, and the least value of the objective function could also be interpreted. In 

terms of obtaining the optimum value of the model’s parameter, parameter estimation was successfully 

performed and the least value of objective function also could be interpreted the error of the model 

were approximately 79 which were obtained after numerous modifications and trials since the starting 

value of the objective function were as large as 1 × 1014. In this research, it could be concluded that 

three variables, T(t), C(t) and D(t), were successfully get a highly accurate forecasting and two 

variables with somewhat good forecasting, M(t) and N(t). Despite many successes, two variables, A(t) 

and P(t), particularly P(t), have failed to achieve an accurate predicting. 
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