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#### Abstract

The solution of the fuzzy matrix equation system is investigated in this paper and requires further research in matrix theory and fuzzy analysis areas such as fuzzy set theory, fuzzy numbers, fuzzy matrix, and fuzzy linear system. This paper considers a square fuzzy matrix equation system with a crisp coefficients matrix, arbitrary triangular fuzzy numbers on the right side, and unknown fuzzy numbers that are solved using the embedded method and Friedman's proposed technique. These methods are used to present the solutions of fuzzy linear system and fuzzy matrix equation system and determine the types of solutions based on definitions.
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## 1. Introduction

The idea of uncertainty is one of the issues raised by the numerous paradigms shifts in science, mathematics, and engineering in the twenty-first century. In the late 20th century, the first phase of the shift from a traditional to a modern perspective on uncertainty started. In 1965, Lotfi A. Zadeh made a significant contribution to the modern understanding of uncertainty by establishing a theory known as the fuzzy set which is a set with ambiguous bounds [1]. Instead of affirmation or denial, the degree of the membership function determines membership in a fuzzy collection.

Zadeh [2, 3] in 1975, Dubois with Parade and Nahmias [4] in 1978 were the first to explore the concept of fuzzy numbers and the arithmetic operations that can be performed on them. Puri and Ralescu [5] as well as Goetschell [6] and Wu and Ming [7, 8] presented a novel approach for coping with fuzzy numbers and the structure of fuzzy numbers spaces.

At least some of the system's parameters are often portrayed as fuzzy than crisp numbers in numerous applications. Therefore, developing a numerical approach that can treat and solve general fuzzy linear systems is crucial. Light of Friedman [9] in 1998 proposed an embedded method general model for solving fuzzy linear systems with a crisp coefficients matrix and an arbitrary fuzzy numbers vector on the right side. Numerous studies have been conducted on how to deal with more advanced forms of fuzzy linear systems including dual fuzzy linear systems [10, 11, 12], general fuzzy linear systems [13, 14, 15, 16], fully fuzzy linear systems [17, 18, 19], dual fully fuzzy linear systems [20, 21] and general dual fuzzy linear systems [22].

However, few studies have been conducted in decades for a fuzzy matrix equation which is frequently utilized in control theory and control engineering. Zengtai and Xiaobin in 2010 used the block Gaussian elimination method and the undertermined coefficients method to investigate a classification of fuzzy matrix equations which is a crisp matrix and the right-side matrix is a fuzzy numbers matrix.

Zengtai and Xiaobin also adopted the generalized inverses to study least squares solutions of the inconsistent fuzzy matrix equation in 2011 [23].

In this paper represents the solution to solving $n \times n$ fuzzy matrix equation system with crisp coefficient matrix, $A$, the unknown fuzzy numbers matrix, $\tilde{X}$ and the right-side arbitrary triangular fuzzy numbers matrix, $\tilde{Y}$. This system can be denoted by $A \tilde{X}=\tilde{Y}$ and solve the system by using embedded method and Friedman's proposed technique in [10] by replacing the $n \times n$ fuzzy matrix equation into $2 n \times 2 n$ crisp matrix equation. Lastly, investigates the types of solution of fuzzy matrix equation system.

## Preliminaries

In the following represents some preliminaries that can be used in this paper.

## Definition 1: Semi-continuous[24]

Let $x \subseteq \mathbb{R}$. The function $f: X \rightarrow \mathbb{R}$ is upper semi-continuous if for every $a \in X$ and $\varepsilon>0$, there exists $\delta>$ 0 such that

$$
|x-a|<\delta \text { for } a, x \in X
$$

then

$$
f(x)<f(a)+\varepsilon
$$

## Definition 2: Fuzzy set[25]

Let $U$ be universal set, then the fuzzy subset $\tilde{A}$ in $U$ is defined by its membership function $\mu_{\tilde{A}}(x): U \rightarrow$ $[0,1]$ which assign a real number $\mu_{\tilde{A}}(x)$ in the interval $[0,1]$ to each member element $x \in U$, where the value of $\mu_{\tilde{A}}(x)$ at $x$ shows the grade of membership of $x$ in $\tilde{A}$. A fuzzy set $\tilde{A}$ in $U$ may be represented as a set of ordered pairs of a generic element $x$ and its membership value,

$$
\tilde{A}(x)=\left\{x, \mu_{\tilde{A}}(x) \mid x \in U\right\}
$$

## Definition 3: $\alpha-\operatorname{cut}[25]$

Given a fuzzy set $\tilde{A} \subseteq U$ and any real number $a \in[0,1]$, then the $\alpha$-cut also can call as $\alpha$-level or cut worthy set of $\tilde{A}$ denoted by $A_{\alpha} \subseteq U$ is the crisp set

$$
A_{\alpha}=\left\{x \in U \mid \mu_{\tilde{A}}(x) \geq \alpha\right\}
$$

## Definition 4: Core of fuzzy set[25]

The core of fuzzy set $\tilde{A}$ is the of all points $x \in U$ such that

$$
\operatorname{core}(\tilde{A})=\left\{x \in U \mid \mu_{\tilde{A}}(x)=1\right\}
$$

## Definition 5: Convex of fuzzy set[24]

A fuzzy set $\tilde{A}$ is convex if and only if for $x_{1}, x_{2} \in U, \lambda \in[0,1]$

$$
\mu_{\tilde{A}}\left(\lambda x_{1}+(1-\lambda) x_{2}\right) \geq \min \left[\mu_{\tilde{A}}\left(x_{1}\right), \mu_{\tilde{A}}\left(x_{2}\right)\right]
$$

Alternatively, $\tilde{A}$ is convex if all its $\alpha$-cut level set are convex.

## Definition 6: Normal of fuzzy set[24]

A fuzzy set is normal if its core is non-empty. In other words, there exists at least one point $x \in U$ such that

$$
\mu_{\tilde{A}}(x)=1
$$

## Definition 7: Support of fuzzy set[25]

The support of a fuzzy set $\tilde{A}$ of $U \operatorname{supp}(\tilde{A})$ is the crisp of all $x \in U$ defined as

$$
\operatorname{supp}(\tilde{A})=\left\{x \in U \mid \mu_{\tilde{A}}(x)>0\right\}
$$

## Definition 8: Fuzzy Numbers[26]

A fuzzy number is a function such as $u: \mathbb{R} \rightarrow[0,1]$ satisfying the following properties
i. $\quad u$ is normal that is there exists $x_{0} \in \mathbb{R}$ such that $u\left(x_{0}\right)=1$
ii. $\quad u$ is fuzzy convex which $u(\lambda x+(1-\lambda) y) \geq \min \{u(x), u(y)\}$ for any $x, y \in \mathbb{R}$ for $\lambda \in[0,1]$
iii. $u$ is semicontinuous
iv. $\operatorname{supp}(u)=\{x \in \mathbb{R} \mid u(x)>0\}$ is the support of $u$ and its closure $\operatorname{cl}(\operatorname{supp} u)$ is compact

## Definition 9: Parametric form on fuzzy numbers[27]

An arbitrary fuzzy numbers in parametric form is represented by ordered pairs of functions $(\underline{v}(r), \bar{v}(r)), r \in[0,1]$ which satisfy the following requirements
i. $\quad \underline{v}(r)$ is a bounded monotonic increasing left continuous function over $[0,1]$
ii. $\quad \bar{v}(r)$ is bounded monotonic decreasing left continuous function over [0, 1]
iii. $\underline{v}(r) \leq \bar{v}(r), r \in[0,1]$

The set of all these fuzzy numbers is denoted by $E^{1}$.

## Definition 10: Triangular fuzzy numbers[27]

A fuzzy number represented with three points, $A=\left(a_{1}, a_{2}, a_{3}\right)$ is interpreted as membership function as follows

$$
\mu_{A}(x)=\left\{\begin{array}{cc}
0, & x \leq a_{1} \\
\frac{x-a_{1}}{a_{2}-a_{1}}, & a_{1} \leq x \leq a_{2} \\
\frac{a_{3}-x}{a_{3}-a_{2}}, & a_{2} \leq x \leq a_{3} \\
0, & x \geq a_{3}
\end{array}\right.
$$

The conversion triangular fuzzy number to interval using $r$-cut by letting $\tilde{b}=\left(t_{1}, t_{2}, t_{3}\right)$ and gives formula

$$
\tilde{b}=\left(t_{1}, t_{2}, t_{3}\right)=\left[t_{1}+\left(t_{2}-t_{1}\right) r, t_{3}-\left(t_{3}-t_{2}\right) r\right]
$$

## 2. Methodology

In the following represents the existing methods that will be used to solve fuzzy matrix equation system.

## Definition 11: Fuzzy matrix equation system[28]

The $n \times n$ fuzzy matrix equation is called fuzzy matrix equation system denoted by $A \widetilde{X}=\widetilde{Y}$ as follows

$$
\begin{gather*}
\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right)\left(\begin{array}{cccc}
\tilde{x}_{11} & \tilde{x}_{12} & & \tilde{x}_{1 n} \\
\tilde{x}_{21} & \tilde{x}_{22} & \cdots & \tilde{x}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{x}_{n 1} & \tilde{x}_{n 2} & \cdots & \tilde{x}_{n n}
\end{array}\right)=\left(\begin{array}{ccc}
\tilde{y}_{11} & \tilde{y}_{12} & \\
\tilde{y}_{21} & \tilde{y}_{22} & \ldots \\
\vdots & \tilde{y}_{2 m} \\
\vdots & \vdots & \ddots \\
\tilde{y}_{n 1} & \tilde{y}_{n 2} & \cdots \\
\vdots \\
\tilde{y}_{n m}
\end{array}\right)  \tag{1}\\
\left(a_{i j}\right)_{n \times n}\left(\tilde{x}_{i j}\right)_{n \times n}=\left(\tilde{y}_{i j}\right)_{n \times n}
\end{gather*}
$$

where $A=\left(a_{i j}\right)=n \times n$ crisp matrix, $i=1,2, \ldots, n, j=1,2, \ldots, n$
$\widetilde{X}=$ Unknown $n \times n$ fuzzy numbers matrix $i=1,2, \ldots, n, j=1,2, \ldots, n$
$\widetilde{Y}=\tilde{y}_{i j}=n \times n$ fuzzy numbers matrix, $i=1,2, \ldots, n, j=1,2, \ldots, n$

## Definition 12: Embedded method[29]



$$
\pi(\underline{x}(r), \bar{x}(r))=(\bar{x}(r)-\underline{x}(r), \bar{x}(r)+\underline{x}(r))
$$

## Lemma[29]

Let $\tilde{x}=(\underline{x}(r), \bar{x}(r))$ and $\tilde{y}=(\underline{y}(r), \bar{y}(r))$ are arbitrary fuzzy numbers for and let $k$ is a real number.
Then,
i. $\quad \tilde{x}=\tilde{y}$ if and only if $\underline{x}(r)=\underline{y}(r)$ and $\bar{x}(r)=\bar{y}(r)$
ii. $\quad(\tilde{x}+\tilde{y})=(\underline{x}(r)+\underline{y}(r), \bar{x}(r)+\bar{y}(r))$
iii. $\quad k \tilde{x}= \begin{cases}(k \underline{x}(r), k \bar{x}(r)) & \geq 0 \\ (k \bar{x}(r), k \underline{x}(r)) & <0\end{cases}$

## Proof:

i. If $\tilde{x}=\tilde{y}$, then becomes $\pi(\tilde{x})=\pi(\tilde{y})$ by multiply both side with $\pi$. then, $\pi(\underline{x}(r), \bar{x}(r))=\pi(\underline{y}(r), \bar{y}(r))$

Thus, $\underline{x}(r)=\underline{y}(r)$ and $\bar{x}(r)=\bar{y}(r)$

If $\underline{x}(r)=\underline{y}(r)$ and $\bar{x}(r)=\bar{y}(r)$, then also can be written as $(\underline{x}(r), \bar{x}(r))=(\underline{y}(r), \bar{y}(r))$ Therefore, $\tilde{x}=\tilde{y}$,
ii. $\quad(\tilde{x}+\tilde{y})=((\underline{x}(r), \bar{x}(r))+(\underline{y}(r), \bar{y}(r)))=(\underline{x}(r)+\underline{y}(r), \bar{x}(r)+\bar{y}(r))$
iii. Let $k \geq 0, k(\tilde{x})$

Since $\tilde{x}=(\underline{x}(r), \bar{x}(r))$, then $k(\underline{x}(r), \bar{x}(r))=(k \underline{x}(r), k \bar{x}(r))$
Let $k<0,-k(\tilde{x})$
Since $\tilde{x}=(\underline{x}(r), \bar{x}(r))$, then $-k(\underline{x}(r), \bar{x}(r))=(-k \underline{x}(r),-k \bar{x}(r))=(k \bar{x}(r), k \underline{x}(r))$

## Friedman's proposed technique[10]

In 1998, Menahem Friedman, Ma Ming and Abraham Kandel proposed a technique for solving $n \times n$ fuzzy linear system with a crisp coefficients matrix and arbitrary fuzzy number vector in right side by using embedded method and extend the $n \times n$ fuzzy linear system to $2 n \times 2 n$ crisp linear system. Applied the Lemma and Friedman's proposed method to solve fuzzy matrix equation system by replacing $n \times n$ fuzzy matrix equation system, $A \tilde{X}=\tilde{Y}$ which is equation (1) in Definition 11 into the $2 n \times 2 n$ crisp matrix system, $S \tilde{X}=\tilde{Y}$ as follows

$$
\begin{equation*}
S \tilde{X}=\tilde{Y} \tag{2}
\end{equation*}
$$
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$$
\begin{aligned}
&\left(\begin{array}{cccccccc}
S_{1,1} & S_{1,2} & \cdots & S_{1, n} & S_{1, n+1} & S_{1, n+2} & \cdots & S_{1,2 n} \\
S_{2,1} & S_{2,2} & \cdots & S_{2, n} & S_{2, n+1} & S_{2, n+2} & \cdots & S_{2,2 n} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
S_{n, 1} & S_{n, 2} & \cdots & S_{n, n} & S_{n, n+1} & S_{n, n+2} & \cdots & S_{n, 2 n} \\
S_{n+1,1} & S_{n+1,2} & \cdots & S_{n+1, n} & S_{n+1, n+1} & S_{n+1, n+2} & \cdots & S_{n+1,2 n} \\
S_{n+2,1} & S_{n+2,2} & \cdots & S_{n+2, n} & S_{n+2, n+1} & S_{n+2, n+2} & \cdots & S_{n+2,2 n} \\
\vdots & \vdots & \cdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
S_{2 n, 1} & S_{2 n, 2} & \cdots & S_{2 n, n} & S_{2 n, n+1} & S_{2 n, n+2} & \cdots & S_{2 n, 2 n}
\end{array}\right)\left(\begin{array}{cccc}
\underline{x}_{11} & \underline{x}_{12} & \cdots & \underline{x}_{1 n} \\
\underline{x}_{21} & \underline{x}_{22} & \cdots & \underline{x}_{2 n} \\
\vdots & \vdots & \vdots & \vdots \\
\underline{x}_{n 1} & \underline{x}_{n 2} & \cdots & \underline{x}_{n n} \\
-\bar{x}_{11} & -\bar{x}_{12} & \cdots & -\bar{x}_{2 n} \\
-\bar{x}_{21} & -\bar{x}_{22} & \cdots & -\bar{x}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
-\bar{x}_{n 1} & -\bar{x}_{n 2} & \cdots & -\bar{x}_{2 n}
\end{array}\right) \\
&=\left(\begin{array}{ccccc}
\bar{y}_{11} & \bar{y}_{12} & \cdots & y_{1 n} \\
\underline{y}_{21} & \underline{y}_{22} & \cdots & \underline{y}_{2 n} \\
\vdots & \vdots & \vdots & \vdots \\
\underline{y}_{n 1} & \underline{y}_{n 2} & \cdots & \underline{y}_{n n} \\
-\bar{y}_{11} & -\bar{y}_{12} & \cdots & -\bar{y}_{2 n} \\
-\bar{y}_{21} & -\bar{y}_{22} & \cdots & -\bar{y}_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
-\bar{y}_{n 1} & -\bar{y}_{n 2} & \cdots & -\bar{y}_{2 n}
\end{array}\right)
\end{aligned}
$$

where $s_{i, j}=\left\{\begin{array}{cc}a_{i, j} \geq 0, & s_{i, j}=a_{i, j}, s_{i+n, j+n}=a_{i j} \\ a_{i, j} \leq 0, & s_{i, j+n}=-a_{i, j}, s_{i+n, j}=-a_{i j} \\ \text { elsewhere } & 0\end{array}\right.$
$S=\left(s_{i, j}\right), i=1,2, \ldots, n, n+1, n+2, \ldots, 2 n$ and $j=1,2, \ldots, n, n+1, n+2, \ldots, 2 n$

Matrix $S$ also can be written as $S=\left(\begin{array}{ll}B & C \\ C & B\end{array}\right)$
where $B=$ positive entries of matrix $A$
$C=$ absolute value for negative entries of matrix $A$
Now, $S \tilde{X}=\tilde{Y}$ can be uniquely solve to get solution for $\tilde{X}$ if and only if matrix $S$ is nonsingular as mention in the following theorem

## Theorem 1[10]

The matrix $S$ is nonsingular if and only if the matrices $A=B-C$ and $B+C$ are both nonsingular matrix.
Since matrix $S$ is nonsingular based on Theorem 1, then matrix $S$ is invertible. Thus, matrix $S$ have an inverse matrix, $S^{-1}$.

## Theorem 2[10]

If $S^{-1}$ exists it must have the same structure of $S$.

According to Theorem 2, matrix $S^{-1}$ also can be written as $S^{-1}=\left(\begin{array}{cc}D & E \\ E & D\end{array}\right)$
where $D=\frac{1}{2}\left[(B+C)^{-1}+(B-C)^{-1}\right]$
$E=\frac{1}{2}\left[(B+C)^{-1}-(B-C)^{-1}\right]$

## Theorem 3[30]

Suppose that the inverse of matrix $A$ exist and $\tilde{X}=\left(\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}\right)^{T}$ is a solution of this fuzzy matrix equation system. Then,

$$
\tilde{X}=\left(\underline{x}_{j}(r), \bar{x}_{j}(r)\right)=\left(\underline{x}_{1}(r), \bar{x}_{1}(r), \underline{x}_{2}(r), \bar{x}_{2}(r), \ldots, \underline{x}_{n}(r), \bar{x}_{n}(r)\right)^{T}
$$

By Definition 12, the system can be written as
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$$
\tilde{X}=\left(\bar{x}_{1}(r)-\underline{x}_{1}(r), \bar{x}_{1}(r)+\underline{x}_{1}(r), \bar{x}_{2}(r)-\underline{x}_{2}(r), \bar{x}_{2}(r)+\underline{x}_{2}(r), \ldots, \bar{x}_{n}(r)-\underline{x}_{n}(r), \bar{x}_{n}(r)+\underline{x}_{n}(r)\right)^{T}
$$

is the solution of the following system $A \tilde{X}=\tilde{Y}$

$$
\begin{aligned}
A \tilde{x}_{j} & =\tilde{y}_{j} \\
A\left(\underline{x}_{j}(r), \bar{x}_{j}(r)\right) & =\left(\underline{y}_{j}(r), \bar{y}_{j}(r)\right)
\end{aligned}
$$

where $\tilde{Y}=\left(\underline{y_{j}}(r), \bar{y}_{j}(r)\right)=\left(\underline{y_{1}}(r), \bar{y}_{1}(r), \underline{y_{2}}(r), \bar{y}_{2}(r), \ldots, \underline{y}_{n}(r), \bar{y}_{n}(r)\right)^{T}$ and by Definition 12, the system can be written as

$$
\tilde{Y}=\left(\bar{y}_{1}(r)-\underline{y_{1}}(r), \bar{y}_{1}(r)+\underline{y}_{1}(r), \bar{y}_{2}(r)-\underline{y}_{2}(r), \bar{y}_{2}(r)+\underline{y}_{2}(r), \ldots, \bar{y}_{n}(r)-\underline{y}_{n}(r), \bar{y}_{n}(r)+\underline{y}_{n}(r)\right)^{T}
$$

## Definition 13: Fuzzy solution[10]

Let $\tilde{X}=\left(\underline{x}_{j}(r), \bar{x}_{j}(r)\right), j=1,2, \ldots, n, r \in[0,1]$.
The fuzzy number vector $U=\left\{\left(\underline{u}_{i}(r), \bar{u}_{i}(r)\right), i=1,2, \ldots, n, r \in[0,1]\right\}$ defined by

$$
\begin{aligned}
& \underline{u}_{i}(r)=\min \left\{\underline{x}_{j}(r), \bar{x}_{j}(r), \underline{x}_{j}(1), \bar{x}_{j}(1)\right\} \\
& \bar{u}_{i}(r)=\max \left\{\underline{x}_{j}(r), \bar{x}_{i}(r), \underline{x}_{j}(1), \bar{x}_{j}(1)\right\}
\end{aligned}
$$

is called the fuzzy solution of equation (1). Then, if $\tilde{X}=\left(\underline{x}_{j}(r), \bar{x}_{j}(r)\right)$ are all fuzzy numbers which

$$
\underline{u}_{i}(r)=\underline{x}_{j}(r), \bar{u}_{i}(r)=\bar{x}_{j}(r),
$$

then $U$ is called a strong fuzzy solution. Otherwise, $U$ is called a weak fuzzy solution.

## Definition 14: Strong fuzzy solution[31]

If $\tilde{X}=\left(\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}\right)^{T}$ is a solution of equation (1) and for each $j=1,2, \ldots, n$ which hold the inequalities $\underline{x}_{j}(r) \leq \bar{x}_{j}(r)$, then the solution, $\tilde{X}$ is called a strong fuzzy solution.

## Definition 15: Weak fuzzy solution[31]

If $\tilde{X}=\left(\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{n}\right)^{T}$ is a solution of equation (1) and for each $j=1,2, \ldots, n$ which hold the inequalities $\underline{x}_{j}(r) \geq \bar{x}_{j}(r)$, then the solution, $\tilde{X}$ is called a weak fuzzy solution.

## 3. Result and discussion

In the following gives some example for solving fuzzy matrix equation system that solve by using embedded method and Friedman's proposed technique as follows

## Example 1:

For this example, consider $2 \times 2$ fuzzy matrix equation system as follows

$$
\left(\begin{array}{rr}
2 & -1 \\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
\tilde{x}_{11} & \tilde{x}_{12} \\
\tilde{x}_{21} & \tilde{x}_{22}
\end{array}\right)=\left(\begin{array}{cc}
(-3,0,3) & (-4,0,6) \\
(1,3,5) & (0,3,7)
\end{array}\right)
$$

Solution:
Matrix notation, $A \widetilde{X}=\widetilde{Y}$

$$
\left(\begin{array}{cc}
2 & -1 \\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
\underline{x}_{11}, \bar{x}_{11} & \underline{x}_{12}, \bar{x}_{12} \\
\underline{x}_{21}, \bar{x}_{21} & \underline{x}_{22}, \bar{x}_{22}
\end{array}\right)=\left(\begin{array}{cc}
(3 r-3,3-3 r) & (4 r-4,6-6 r) \\
(2 r+1,5-2 r) & (3 r, 7-4 r)
\end{array}\right)
$$
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Therefore, the extended $4 \times 4$ system can be written in matrix form as below
Matrix notation, $S \tilde{X}=\tilde{Y}$

$$
\left(\begin{array}{llll}
2 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 \\
0 & 1 & 2 & 0 \\
0 & 0 & 1 & 1
\end{array}\right)\left(\begin{array}{cc}
\frac{x}{11} & \underline{x}_{12} \\
\bar{x}_{21} & \underline{x}_{22} \\
-\bar{x}_{11} & -\bar{x}_{12} \\
-\bar{x}_{21} & -\bar{x}_{22}
\end{array}\right)=\left(\begin{array}{cc}
3 r-3 & 4 r-4 \\
2 r+1 & 3 r \\
3 r-3 & 6 r-6 \\
2 r-5 & 4 r-7
\end{array}\right)
$$

By Theorem 1, find the determinant of $S$

$$
|S|=\left|\begin{array}{llll}
2 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 \\
0 & 1 & 2 & 0 \\
0 & 0 & 1 & 1
\end{array}\right|=3 \neq 0 \text { (nonsingular matrix) }
$$

Since $S$ is nonsingular matrix, therefore we have $S^{-1}$.

$$
S^{-1}=\left(\begin{array}{rrrr}
\frac{2}{3} & -\frac{1}{3} & \frac{1}{3} & -\frac{2}{3} \\
-\frac{2}{3} & \frac{4}{3} & -\frac{1}{3} & \frac{2}{3} \\
\frac{1}{3} & -\frac{2}{3} & \frac{2}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{2}{3} & -\frac{2}{3} & \frac{4}{3}
\end{array}\right)
$$

Check whether $S S^{-1}=I$. After that use $S^{-1}$ to solve fuzzy matrix equation system so that can obtain its solution.

Matrix notation, $\tilde{X}=S^{-1} \tilde{Y}$

$$
\left(\begin{array}{cc}
\frac{x}{11}^{x_{11}} & \frac{x}{12}^{x_{21}} \\
\underline{\bar{x}}_{11} & \underline{-}_{22} \\
-\bar{x}_{21} & -\bar{x}_{22}
\end{array}\right)=\left(\begin{array}{cc}
r & r \\
1+r & 2 r \\
-(2-r) & -(3-2 r) \\
-(3-r) & -(4-2 r)
\end{array}\right)
$$

Here, the conclusion can be made for this example based on Definition.14.
Let $r=0$, since $\underline{x}_{11} \leq \bar{x}_{11}=0 \leq 2, \underline{x}_{12} \leq \bar{x}_{12}=1 \leq 3, \underline{x}_{21} \leq \bar{x}_{21}=0 \leq 3$ and $\underline{x}_{22} \leq \bar{x}_{22}=0 \leq 4$ and satisfy the condition for solution of strong fuzzy.

Thus, $\quad \tilde{x}_{11}=\left(\underline{x}_{11}, \bar{x}_{11}\right), \tilde{x}_{12}=\left(\underline{x_{12}}, \bar{x}_{12}\right), \tilde{x}_{21}=\left(\underline{x_{21}}, \bar{x}_{21}\right)$ and $\tilde{x}_{22}=\left(\underline{x_{22}}, \bar{x}_{22}\right)$ are a strong fuzzy solution.

## Example 2:

For this example, consider $3 \times 3$ fuzzy matrix equation system as follows

$$
\left(\begin{array}{ccc}
2 & 1 & -3 \\
1 & 6 & 2 \\
6 & 5 & 0
\end{array}\right)\left(\begin{array}{lll}
\tilde{x}_{11} & \tilde{x}_{12} & \tilde{x}_{13} \\
\tilde{x}_{21} & \tilde{x}_{22} & \tilde{x}_{23} \\
\tilde{x}_{31} & \tilde{x}_{32} & \tilde{x}_{33}
\end{array}\right)=\left(\begin{array}{ccc}
(-92,25,113) & (-126,38,126) & (-177,4,117) \\
(-130,5,258) & (60,264,515) & (-13,394,562) \\
(-121,80,304) & (45,319,535) & (-48,425,604)
\end{array}\right)
$$

Solution:
Matrix notation, $A \tilde{X}=\tilde{Y}$

$$
\left(\begin{array}{ccc}
2 & 1 & -3 \\
1 & 6 & 2 \\
6 & 5 & 0
\end{array}\right)\left(\begin{array}{ccc}
\underline{x}_{11} & \underline{x}_{12} & \underline{x}_{13} \\
\bar{x}_{21} & \bar{x}_{22} & \bar{x}_{23} \\
\bar{x}_{31} & \bar{x}_{32} & \bar{x}_{33} \\
-\bar{x}_{11} & -\bar{x}_{12} & -\bar{x}_{13} \\
-\bar{x}_{21} & -\bar{x}_{22} & -\bar{x}_{23} \\
-\bar{x}_{31} & -\bar{x}_{32} & -\bar{x}_{33}
\end{array}\right)=\left(\begin{array}{ccc}
-92+117 r & -126+164 r & -177+181 r \\
-130+135 r & 60+204 r & -13+407 r \\
-121+201 r & 45+274 r & -48+473 r \\
-133+88 r & -126+88 r & -117+113 r \\
-258+253 r & -515+251 r & -562+168 r \\
-304+224 r & -535+216 r & -604+179 r
\end{array}\right)
$$

Therefore, the extended $6 \times 6$ system can be written in matrix form as below
Matrix notation, $S \tilde{X}=\tilde{Y}$

$$
\left(\begin{array}{cccccc}
2 & 1 & 0 & 0 & 0 & 3 \\
1 & 6 & 2 & 0 & 0 & 0 \\
6 & 5 & 0 & 0 & 0 & 0 \\
0 & 0 & 3 & 2 & 1 & 0 \\
0 & 0 & 0 & 1 & 6 & 2 \\
0 & 0 & 0 & 6 & 5 & 0
\end{array}\right)\left(\begin{array}{ccc}
\underline{x}_{11} & \underline{x}_{12} & \underline{x}_{13} \\
\underline{x}_{21} & \underline{x}_{22} & \underline{x}_{23} \\
\bar{x}_{31} & \underline{x}_{32} & \underline{x}_{33} \\
-\bar{x}_{11} & -\bar{x}_{12} & -\bar{x}_{13} \\
-\bar{x}_{21} & -\bar{x}_{22} & -\bar{x}_{23} \\
-\bar{x}_{31} & -\bar{x}_{32} & -\bar{x}_{33}
\end{array}\right)=\left(\begin{array}{ccc}
-92+117 r & -126+164 r & -177+181 r \\
-130+135 r & 60+204 r & -13+407 r \\
-121+201 r & 45+274 r & -48+473 r \\
-133+88 r & -126+88 r & -117+113 r \\
-258+253 r & -515+251 r & -562+168 r \\
-304+224 r & -535+216 r & -604+179 r
\end{array}\right)
$$

By Theorem 1, find the determinant of $S$

$$
|S|=\left|\begin{array}{cccccc}
2 & 1 & 0 & 0 & 0 & 3 \\
1 & 6 & 2 & 0 & 0 & 0 \\
6 & 5 & 0 & 0 & 0 & 0 \\
0 & 0 & 3 & 2 & 1 & 0 \\
0 & 0 & 0 & 1 & 6 & 2 \\
0 & 0 & 0 & 6 & 5 & 0
\end{array}\right|=-8585 \neq 0 \text { (nonsingular matrix) }
$$

Since $S$ is nonsingular matrix, therefore we have $S^{-1}$.

$$
S^{-1}=\left(\begin{array}{rrrrrr}
-\frac{80}{8585} & -\frac{1395}{8585} & \frac{1690}{8585} & \frac{930}{8585} & \frac{120}{8585} & -\frac{330}{8585} \\
\frac{96}{8585} & \frac{1674}{8585} & -\frac{311}{8585} & -\frac{1116}{8585} & -\frac{144}{8585} & \frac{396}{8585} \\
-\frac{248}{8585} & -\frac{32}{8585} & \frac{88}{8585} & \frac{2883}{8585} & \frac{372}{8585} & -\frac{1023}{8585} \\
\frac{930}{8585} & \frac{120}{8585} & -\frac{330}{8585} & -\frac{80}{8585} & -\frac{1395}{8585} & \frac{1690}{8585} \\
-\frac{1116}{8585} & -\frac{144}{8585} & \frac{396}{8585} & \frac{96}{8585} & \frac{1674}{8585} & -\frac{311}{8585} \\
\frac{2883}{8585} & \frac{372}{8585} & -\frac{1023}{8585} & -\frac{248}{8585} & -\frac{32}{8585} & \frac{88}{8585}
\end{array}\right)
$$

Check whether $S S^{-1}=I$. After that use $S^{-1}$ to solve fuzzy matrix equation system so that can obtain its solution.

Matrix notation, $\tilde{X}=S^{-1} \tilde{Y}$
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$$
\begin{gathered}
\left(\begin{array}{ccc}
\frac{x_{11}}{x_{21}} & \underline{x}_{12} & \underline{x}_{13} \\
\underline{x}_{31} & \underline{x}_{22} & \underline{x}_{23} \\
-\bar{x}_{11} & -\bar{x}_{12} & -\bar{x}_{13} \\
-\bar{x}_{21} & -\bar{x}_{22} & -\bar{x}_{23} \\
-\bar{x}_{31} & -\bar{x}_{32} & -\bar{x}_{33}
\end{array}\right) \\
=\left(\begin{array}{ccc}
-\frac{11646}{1717}+21 r & 24 r \\
-\frac{137881}{8585}+15 r & 9+26 r \\
-\frac{11526}{8585}+12 r & 3+12 r & -3+33 r \\
-\left(\frac{53056}{1717}-9 r\right) & -(35-11 r) & -6+55 r \\
-\left(\frac{265444}{8585}-34 r\right) & -(65-30 r) & 13+22 r \\
-\left(\frac{178372}{8585}-\frac{171499}{8585} r\right) & -\left(\frac{77274}{1717}-\frac{257276}{8585} r\right) & -\left(\frac{472127}{8585}-\frac{171227}{8585} r\right)
\end{array}\right)
\end{gathered}
$$

Here, the conclusion can be made based on Definition 14.

Let $r=0$, therefore, $\underline{x}_{11} \leq \bar{x}_{11}=-\frac{11646}{1717} \leq \frac{53056}{1717}, \underline{x}_{12} \geq \bar{x}_{12}=0 \geq 35, \underline{x}_{13} \geq \bar{x}_{13}=-3 \geq 44$,

$$
\begin{aligned}
& \underline{x}_{21} \leq \bar{x}_{21}=-\frac{137881}{8585} \leq \frac{265444}{8585}, \underline{x}_{22} \geq \bar{x}_{22}=9 \geq 65, \underline{x}_{23} \geq \bar{x}_{23}=-6 \geq 68 \\
& \underline{x}_{31} \leq \bar{x}_{31}=-\frac{11526}{8585} \leq \frac{178372}{8585}, \underline{x}_{32} \geq \bar{x}_{32}=3 \geq \frac{77274}{1717} \text { and } \underline{x}_{33} \geq \bar{x}_{33}=13 \geq \frac{472127}{8585}
\end{aligned}
$$

Since, $\tilde{x}_{11}, \tilde{x}_{12}, \tilde{x}_{13}, \tilde{x}_{21}, \tilde{x}_{22}, \tilde{x}_{23}, \tilde{x}_{31}, \tilde{x}_{32}$ and $\tilde{x}_{33}$ satisfy the condition for solution of strong fuzzy, then $\tilde{x}_{11}=\left(\underline{x}_{11}, \bar{x}_{11}\right), \tilde{x}_{12}=\left(\underline{x}_{12}, \bar{x}_{12}\right), \tilde{x}_{13}=\left(\underline{x}_{13}, \bar{x}_{13}\right), \tilde{x}_{21}=\left(\underline{x}_{21}, \bar{x}_{21}\right), \tilde{x}_{22}=\left(\underline{x}_{22}, \bar{x}_{22}\right)$, $\tilde{x}_{23}=\left(\underline{x}_{23}, \bar{x}_{23}\right), \tilde{x}_{31}=\left(\underline{x}_{31}, \bar{x}_{31}\right), \tilde{x}_{32}=\left(\underline{x}_{32}, \bar{x}_{32}\right)$ and $\tilde{x}_{33}=\left(\underline{x}_{33}, \bar{x}_{33}\right)$ are a strong fuzzy solution.

## Conclusion

This paper solves a square fuzzy matrix equation system with a crisp coefficients matrix, unknown fuzzy numbers, and arbitrary triangular fuzzy numbers on the right side which are solving by using the embedded method and Friedman's proposed technique. These methods are used to present the solutions of fuzzy system of linear equations and applied those methods to get the solution for fuzzy matrix equation system and determine the types of solutions based on definitions after solve the system.
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